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ABSTRACT

Design and performance measures of a Sierpinski diamond fractal Antenna 
array with mitered bend feed network for multiband applications are proposed 
in this paper. To achieve wideband/multiband antennas, one technique is by 
applying fractal shapes into antenna geometry. These antennas are designed 
using HFSS on FR4 substrate with dielectric constant of 4.4 and fed with 
50 Ω microstrip line. Diamond antenna array has been fabricated and tested 
using a vector network analyzer (VNA) and performance of the proposed 
antenna is confirmed by using simulation and experimental results.

1.1  INTRODUCTION

Fractal geometries in antenna design have been of particular interest in recent 
years due to its suitability for compact personal communication equipment. 

mailto:prabhakar.dudla@gmail.com
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These geometries have two common properties: space-filling and self-
similarity. While the space-filling property is used to reduce the antenna size,1–4 
the self-similarity property can be successfully applied to design multiband 
fractal antennas. In particular, an antenna with self-similar structures provides 
similar surface current distributions for different frequencies, which leads to 
multiband behavior.5–7 A fractal antenna can be explained as an antenna that 
uses a fractal design to maximize the length of material that transmits or 
receives electromagnetic signals within a given total surface area. Due to this 
reason, fractal antennas are very compact and hence are anticipated to have 
useful applications in cellular telephone and microwave communications. 
Fractal antenna’s response differs markedly from traditional antenna designs, 
in the sense that it is capable of operating optimally at many different 
frequency ranges simultaneously. Fractal antennas are antennas that have the 
shape of fractal structures. The fractal antennas consist of geometrical shapes 
that are repeated. Each one of the shapes has unique attributes. There are 
many fractal geometries such as Sierpinski gasket, Sierpinski carpet, Koch 
Island, Hilbert curve, and Miskowski.8–11

1.1.1  SIERPINSKI DIAMOND

Sierpinski diamond fractal antenna is the widely studied fractal geometry3 
for antenna application. The fractal antenna consists of geometrical shapes 
that are repeated. Each one of these has unique attributes. The self-similarity 
that is distributed on this antenna is expected to cause its multiband charac-
teristics. On the other hand, it can solve a traditional antenna that operates 
at single frequency. In this chapter, first 3-iterated diamond fractal patch 
antenna has bestowed and supported the Sierpinski gasket fractal geometry 
as shown in Figure 1.1.

 
FIGURE 1.1  Sierpinski diamond antenna with third iteration.
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1.2  DESIGN OF FEED NETWORK FOR AN ARRAY

In the farthest communications, antennas with high directivity are regularly 
required. Single-element antenna is not suitable for high gain or high direc-
tivity. High gain can be achieved by an assemblage of antennas, called an 
array. In the construction of an array, feed network design is essential. Feed 
network is used in an array to regulate the amplitude and phase of the radi-
ating elements to control the beam scanning properties. Thus, in selecting 
and optimizing the feed network, the design of an array is crucial. Different 
types of feed networks are parallel feed, T-split power divider, quarter-wave 
transformer, and mitered bend feed.

1.2.1  MITERED BEND FEED NETWORK

The transmission lines in the feed networks have many bends to guide the 
signals to/from the elements. A 90° bend in a microstrip line produces a large 
reflection from the end of the line. Some signal bounces around the corner, 
but a large portion reflects back the way the signal traveled down the line. If 
the bend is an arc of radius at least three times the strip width, then reflec-
tions are minimal. This large bend takes up a lot of real estate compared to 
the 90° bend. A sharp 90° bend behaves as a shunt capacitance between the 
ground plane and the bend. To create a better match, the bend is mitered to 
reduce the area of metallization and remove the excess capacitance. The 
signal is no longer normally incident to microstrip edge, so it reflects from 
the end down the other arm. Figure 1.2 shows a straight bend (90° bend) and 
Figure 1.3 shows a mitered bend.

FIGURE 1.2  90° bend.
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FIGURE 1.3  45° miter bend.

Design requires T-junction and miter bending (MBEND) modification 
to generate low insertion loss at the input port. Mitered T-junction and 
microstrip bends were applied to have low reflection and insertion losses. 
The mitered T-junction of 3 dB power divider is shown in Figure 1.4.

FIGURE 1.4  Mitered “T” bend.

1.3  ANTENNA DESIGN

A schematic diagram of the diamond microstrip patch antenna in a very 
Sierpinski carpet kind is shown in Figure 1.5. A scaling factor of δ = 1/3 was 
chosen to maintain the perfect geometry symmetry of fractal structure. A 
diamond-shaped structure of dimensions 50 mm × 50 mm has been designed. 
With the scaling factor of 2.5, again a diamond-shaped structure with dimen-
sions of 20 mm × 20 mm has been designed and iterated on the existing main 
diamond structure. This is the first iteration. During the second iteration, 
four diamond shapes of dimensions 8 mm × 8 mm have been designed and 
iterated on the main diamond structure. In the third iteration, eight more 
diamond shapes of dimensions 4 mm × 4 mm have been designed and iter-
ated. The substrate used to design the proposed fractal antenna is FR-4 of 
thickness d = 1.6 mm with relative permittivity εr = 4.4.
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FIGURE 1.5  Structure of single-element Sierpinski diamond fractal antenna.

The dimensions of the Sierpinski fractal antenna can be approximately 
calculated as follows12–16:

A.  Calculation of width (W):
Width of the patch antenna is calculated by using

	 ( )0 r2 1 2
cW

f ε
=

+ 	 (1.1)

where c = 3 × 108 m/s

B.  Calculation of actual length (L):
The effective length of patch antenna depends on the resonant frequency (f0).

	 eff
0 reff2

cL
f ε

= 	 (1.2a)

where

	
1 2

r r
reff

1 1 1 12
2 2

h
W

ε ε
ε

−+ −  = + +  
	 (1.2b)

Actual length and effective length of a patch antenna can be related as

	 L = Leff – 2ΔL 	 (1.3)

where ΔL is a function of effective dielectric constant εreff and the width-to-
height ratio (W/h)

	
( )( )
( )( )

reff

reff

( 0.3) 0.264
0.412

( 0.258) 0.8

W hL
h W h

ε

ε

+ +∆
=

− +
	 (1.4)
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C.  Calculation of feed width (Wf):
To achieve 50 Ω characteristic impedance, the required feed width-to-height 
ratio (Wf /h) is computed as

	
( ) ( )

0
2

f

0r

r r

8 2
2

12 0.611 ln 2 1 ln 1 0.39 2
2

A

A
We
heW

h W
B B B

h
ε

π ε ε


≤

−=    −  − − − + − + − ≥      

	 (1.5a)

where

	 0 r r

r r

1 1 0.110.23
60 2 1
Z

A ε ε
ε ε

 + +
= + + −  

	 (1.5b)

	
0 r

377
2

B
Z

π
ε

= 	 (1.5c)

D.  Miter bend designed equation (D): D = 2=D w

	 ( )( )1.352 0.52 0.65 W hX W e − ×  


= + ×


× 	 (1.6)

	 2A X W= −

E.  The number of iterations is

	 Nn = 8n	 (1.7)

F.  The ratio of fractal length is

	 1
3

n

nL  =  
 

	 (1.8)

G.  The ratio for the fractal area after the nth iteration is

	
8
9

n

nA  =  
 

	 (1.9)

where n is iteration nth stage number.

H.  The antenna is matched approximately at frequencies

	 0.26 n
n

cf
h
δ≈ 	 (1.10)
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where δ = 3 is the log-period constant, n is a natural number, c is the speed 
of light in vacuum, and h is the height of the largest gasket.

1.4  RESULTS

1.4.1  DIMENSIONS OF SIERPINSKI DIAMOND FRACTAL 
ANTENNA

Two-element Sierpinski diamond antenna array with mitered bend feed 
network is designed and fabricated with the design equations and is shown 
in Figures 1.6 and 1.7. Dimensions of single-element Sierpinski diamond 
fractal antenna are presented in Table1.1. Simulated and practical results 
such as reflection coefficient, voltage standing wave ratio (VSWR), and 
gain are observed in Figures 1.8–1.12, respectively. The obtained results are 
mentioned in Table 1.2.

FIGURE 1.6  Geometry for two-element antenna array of mitered bend feed network.

FIGURE 1.7  Fabricated patch of two-element antenna array of mitered bend feed network.
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TABLE 1.1  Dimensions of Single-element Sierpinski Diamond Fractal Antenna.

Parameter Length (mm)
L1 35.355
L2 14.14
L3 5.656
L4 2.828
W1 5
A 24

FIGURE 1.8  Reflection coefficient curve of the two-element antenna array of mitered bend 
feed network.

FIGURE 1.9  Reflection coefficient curve of fabricated two-element antenna array of 
mitered bend feed network.

FIGURE 1.10  VSWR curve of the two-element antenna array of mitered bend feed network.
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FIGURE 1.11  VSWR of fabricated two-element antenna array of mitered bend feed network.

FIGURE 1.12  (See color insert.) Gain plot of the two-element antenna array of mitered 
bend feed network.

TABLE 1.2  Results of Two-element Sierpinski Diamond Antenna Array with Mitered Bend 
Feed Network.

Resonant frequency (GHz) Simulated 5.59
6.5
7.15

Measured 5.37
6.97
7.65

Reflection coefficient (S11) (dB) Simulated −27.12 at 5.59 GHz
−15.42 at 6.5 GHz
−16.09 at 7.15 GHz

Measured −22.43 at 5.37 GHz
−31.19 at 6.97 GHz
−27.96 at 7.65 GHz
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VSWR Simulated 1.10 at 5.6 GHz
1.4 at 6.5 GHz
1.3 at 7.3 GHz

Measured 1.6 at 5.17 GHz
1.02 at 6.9 GHz
1.01 at 7.6 GHz

Gain (dB) Simulated 6.00

1.5  CONCLUSION

In this chapter, a microstrip feed Sierpinski diamond fractal antenna array 
is designed and implemented by using mitered bend feed network. Then, 
an improvement is observed in gain from 4.952 dB (single element) to 6.00 
dB (two elements). The linear/circular polarization behavior has also been 
achieved from the proposed structure. The proposed antenna can be used for 
various wireless communication applications. Also, it has been found that 
as iteration increases in fractal structure, number of bands also increases. 
The simulated and measured results are found to be in good agreement. It 
can be summed up that multibands are developed besides the resonance 
frequency. For further improvement in gain, we have to increase the number 
of elements in the array.

KEYWORDS

•• microstrip antenna

•• Sierpinski diamond fractal antenna

•• mitered bend feed network

•• reflection coefficient

•• HFSS

TABLE 1.2  (Continued)
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CHAPTER 2

ABSTRACT

To achieve wideband/multiband antennas, one technique is by applying 
fractal shapes into antenna geometry. The design of Sierpinski diamond 
fractal antenna array with quarter wave feeding technique has been presented 
in this paper. The antenna is designed and simulated by using HFSS soft-
ware. FR4 glass epoxy having thickness 1.6 mm with dielectric constant 4.4 
is used as a substrate material for the designing of proposed antenna. The 
different parameters of designed antenna are calculated such as reflection 
coefficient, voltage standing wave ratio, gain, and radiation pattern. The 
designed antenna is fabricated and measured using VNA (vector network 
analyzer). On comparison, it shows that the measured results of fabricated 
antennas are in good agreement with simulated results.
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2.1  INTRODUCTION

In the present scenario, microstrip patch antenna is gaining much atten-
tion in the multifunctional wireless communication system such as WLAN 
(wireless local area network), satellite, mobile, radar, and biomedical 
systems.1 These systems require an antenna with high gain, large imped-
ance bandwidth, and good radiation pattern throughout the entire operating 
frequency bands.2 Different techniques have been developed to obtain 
multiband antennas with compact size. We can find fractal antennas 
with different geometries (Sierpinski gasket, Sierpinski carpet, and Koch 
curves)3–5 and planar inverted-F antenna (PIFA).6,7 Fractal geometries in 
antenna design have been of particular interest in recent years due to its 
suitability for compact personal communication equipment. These geom-
etries have two common properties: space-filling and self-similarity. While 
the space-filling property is used to reduce the antenna size,8–11 the self-
similarity property can be successfully applied to design multiband fractal 
antennas. In particular, an antenna with self-similar structures provides 
similar surface current distributions for different frequencies, which leads 
to multiband behavior.12–14

2.1.1  SIERPINSKI DIAMOND

Sierpinski diamond fractal antenna is the widely studied fractal geometry 
for antenna application. The fractal antenna consists of geometrical shapes 
that are repeated. Each one of these has unique attributes. The self-similarity 
that is distributed on this antenna is expected to cause its multiband charac-
teristics. On the other hand, it can solve a traditional antenna that operates 
at single frequency. In this chapter, first 3-iterated diamond fractal patch 
antenna has bestowed and supported the Sierpinski gasket fractal geometry 
as shown in Figure 2.1.

FIGURE 2.1  Sierpinski diamond antenna with third iteration.
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2.2  DESIGN OF FEED NETWORK FOR AN ARRAY

In the farthest communications, antennas with high directivity are regularly 
required. Single element antenna is not suitable for high gain or high direc-
tivity. High gain can be achieved by an assemblage of antennas, called an 
array. In the construction of an array, feed network design is essential. Feed 
network is used in an array to regulate the amplitude and phase of the radi-
ating elements to control the beam scanning properties. Thus, in selecting 
and optimizing the feed network, the design of an array is crucial. Different 
types of feed networks are series feed, parallel feed, T-split power divider, 
quarter-wave transformer, and mitered bend feed.

2.2.1  QUARTER-WAVE TRANSFORMER FEED

The transmission lines such as coaxial cables, strip lines, and microstrip lines 
are used in making most feed networks. Impedance matching is vital for 
ensuring efficient power transfer through feed network. The use of quarter-
wave transformer is the best solution for achieving impedance matching. 
The reflection coefficient between two impedances Z1 and Z3 is cut down 
by a matching circuit. The quarter-wave transformer shown in Figure 2.2 is 
one of the most commonly used matching circuits. At the center frequency, 
a section of transmission line λ/4 (the quarter-wave transformer) long placed 
between the two transmission lines eliminates the reflection coefficient if its 
impedance is 2 1 3 Z Z Z=

FIGURE 2.2  Quarter-wave transformer.

A two-element corporate-fed microstrip uniform array is illustrated 
in Figure 2.3. The tree-like structure of the feed appropriately combines/
distributes the signals from/to the elements. With a view to matching the 
lines of different impedances, a quarter-wave transformer appears at the 
splits. The 50-Ω input line splits into two 100 Ω lines. If the microstrip line 
continues to split like this, then the lines feeding the elements would be 200 
Ω, 400 Ω, and so on. Then, the microstrip line will be very thin. Besides this, 
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the element impedance should be very high for matching. But the element is 
fed with inset feed; however, the transmission line will have an impedance 
of 50 Ω. Thus, the 100-Ω line is converted back to 50 using a quarter-wave 
transformer of 70.7 Ω.

FIGURE 2.3  Two-element corporate-fed microstrip array with quarter-wave transformer.

2.3  ANTENNA DESIGN

A schematic diagram of the diamond microstrip patch antenna in a very 
Sierpinski carpet kind is shown in Figure 2.4. A scaling factor of δ = 1/3 
was chosen to maintain the perfect geometry symmetry of fractal struc-
ture. A diamond-shaped structure of dimensions 50 mm × 50 mm has been 
designed. With the scaling factor of 2.5, again a diamond-shaped structure 
with dimensions of 20 mm × 20 mm has been designed and iterated on 
the existing main diamond structure. This is the first iteration. During the 
second iteration, four diamond shapes of dimensions 8 mm × 8 mm have 
been designed and iterated on the main diamond structure. In the third 
iteration, eight more diamond shapes of dimensions 4 mm × 4 mm have 
been designed and iterated. The substrate used to design the proposed 
fractal antenna is FR4 of thickness d = 1.6 mm with relative permittivity 
εr = 4.4.

The dimensions of the Sierpinski fractal antenna can be approximately 
calculated by15–23

A.  Calculation of width (W):
Width of the patch antenna is calculated by using

	 ( )0 r2 1 2
cW

f ε
=

+ 	 (2.1)

where c = 3 × 108 m/s.
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FIGURE 2.4  Geometry of proposed antenna.

B.  Calculation of actual length (L):
The effective length of patch antenna depends on the resonant frequency (f0).

	 eff
0 reff2

cL
f ε

= 	 (2.2a)

where

	
1 2

r r
reff

1 1 1 12
2 2

h
W

ε ε
ε

−+ −  = + +  
	 (2.2b)

Actual length and effective length of a patch antenna can be related as

	 L = Leff – 2ΔL	 (2.3)

where ΔL is a function of effective dielectric constant εreff and the width-to-
height ratio (W/h)

	
( )( )
( )( )

reff

reff

( 0.3) 0.264
0.412

( 0.258) 0.8

W hL
h W h

ε

ε

+ +∆
=

− +
	 (2.4)

C.  Calculation of feed width (Wf):
To achieve 50-Ω characteristic impedance, the required feed width-to-height 
ratio (Wf/h) is computed as

	
( ) ( )

0
2

f

0r

r r

8 2
2

12 0.611 ln 2 1 ln 1 0.39 2
2
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heW
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ε

π ε ε


≤

−=    −  − − − + − + − ≥      

	 (2.5a)
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where

	 0 r r

r r

1 1 0.110.23
60 2 1
Z

A ε ε
ε ε

 + +
= + + −  

	 (2.5b)

	
0

377
2 r

B
Z

π
ε

= 	 (2.5c)

D.  The number of iterations is

	 Nn = 8n	 (2.6)

E.  The ratio of fractal length is

	
1
3

n

nL  =  
 

	 (2.7)

F.  The ratio for the fractal area after the nth iteration is

	 8
9

n

nA  =  
 

	 (2.8)

where n is iteration nth stage number.

H.  The antenna is matched approximately at frequencies

	 0.26 n
n

cf
h
δ≈ 	 (2.9)

where δ = 3 is the log-period constant, n is a natural number, c is the speed 
of light in vacuum, and h is the height of the largest gasket.

2.4  RESULTS

2.4.1  DIMENSIONS OF SIERPINSKI DIAMOND FRACTAL 
ANTENNA

Two-element Sierpinski diamond antenna array with quarter-wave feed 
network is designed and fabricated with the design equations and is shown 
in Figures 2.5 and 2.6, respectively (Table 2.1).2 Simulated and practical 
results such as reflection coefficient, voltage standing wave ratio (VSWR), 
and gain are observed in Figures 2.7–2.11, respectively (Table 2.2).3
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FIGURE 2.5  Geometry for two-element antenna array of quarter-wave feed network.

FIGURE 2.6  Fabricated patch of two-element antenna array of quarter-wave feed network.

TABLE 2.1  Dimensions of Single-element Sierpinski Diamond Fractal Antenna.

Parameter Length (mm)

L1 35.355

L2 14.14

L3 5.656

L4 2.828

W1 5

A 24
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FIGURE 2.7  Reflection coefficient curve of the two-element antenna array of quarter-wave 
feed network.

FIGURE 2.8  Reflection coefficient curve of fabricated two-element antenna array of 
quarter-wave feed network.

FIGURE 2.9  VSWR curve of the two-element antenna array of quarter-wave feed network.
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FIGURE 2.10  VSWR of fabricated two-element antenna array of quarter-wave feed network.

FIGURE 2.11  (See color insert.) Gain plot of the two-element antenna array of quarter-
wave feed network.

TABLE 2.2  Results of Two-element Sierpinski Diamond Antenna Array with Quarter-wave 
Feed Network.

Resonant frequency (GHz) Simulated 5.41
8.3

Measured 5.99
8.00

Reflection coefficient (S11) (dB) Simulated −12.59 at 5.41 GHz
−12.65 at 8.3 GHz

Measured −20.88 at 5.99 GHz
−13.26 at 8.00 GHz
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VSWR Simulated 1.61 at 5.42 GHz
1.6 at 8.3 GHz

Measured 1.2 at 5.99 GHz
1.5 at 8.00 GHz

Gain (dB) Simulated 5.2

2.5  CONCLUSION

In this chapter, a microstrip feed Sierpinski diamond fractal antenna 
array is designed and implemented by using quarter-wave feed network. 
Then, an improvement is observed in gain up to 5.2 dB (two elements). 
The linear/circular polarization behavior has also been achieved from 
the proposed structure. The proposed antenna can be used for various 
wireless communication applications. Also, it has been found that as 
iteration increases in fractal structure, number of bands also increases. 
The simulated and measured results are found to be in good agreement. It 
can be summed up that multibands are developed besides the resonance 
frequency. For further improvement in gain, we have to increase the 
number of elements in the array.

KEYWORDS

•• microstrip

•• Sierpinski diamond

•• quarter-wave transformer

•• two-element antenna array

•• WLAN

•• fractal antennas

•• T-split power divider

•• mitered bend feed

TABLE 2.2  (Continued)
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CHAPTER 3

ABSTRACT

This paper presents a novel coplanar waveguide-fed semicircular patch on 
triangle-shaped antenna for wideband applications. The measured −10 dB 
impedance bandwidth is about 3.12 GHz (2.91–6.03 GHz) which is considered 
as wideband. The resonant peaks are observed at 3.45, 4.59, and 5.67 GHz. The 
first and third peaks fall in worldwide interoperability for microwave access (3.4–
3.6 GHz) and wireless local area network (5.47GHz-–5.725 GHz) applications. 
The effect of substrate dielectric constant and thickness have been evaluated. 
The results of antenna are simulated by using Zeeland’s method of moments-
based IE3D tool. Two-dimensional radiation patterns with elevation and azimuth 
angles, voltage standing wave ratio, return loss of −25.42dB, −27.78dB, and 
−34.38 dB at 3.45GHz, 4.59GHz, and 5.67 GHz, respectively, gain above 4 dB 
are obtained. The compact aperture area of the antenna is 32.2 mm2 × 54.85 mm2.

3.1  INTRODUCTION

Nowadays, wideband antennas are in great demand for wireless communica-
tion due to their lower radiation losses, wider bandwidth, lower dispersion, 
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spectrum sensing, and radiation pattern stability.1–3 With the recent wide and 
rapid development of wireless communications, there is a great demand 
in the design of low-profile, multiband antennas for mobile terminals.4,5 
Many antennas, such as the monopole and coplanar waveguide (CPW)-fed 
antennas with dual-band characteristics for wireless applications, have been 
reported.6–9 Many bands for WLAN (wireless local area network) antennas 
are studied and published so far. The assigned bands according to IEEE 
802.11 b/a/g are 2.4 GHz (2.4–2.484 GHz) and 5.2/5.8 GHz (5.15–5.35 
GHz/5.725–5.825 GHz). The band 5.47–5.725 GHz is assigned for WLAN 
in Europe. The bands assigned for WiMAX (worldwide interoperability 
for microwave access) based on IEEE 802.16 are 2.5/3.5/5.5 GHz (2500–
2690/3400–3690/5250–5850 MHz).10–13

Recently, due to its many attractive features such as wide bandwidth, 
low cross-polarization, radiation loss, less dispersion, uniplanar nature, 
no soldering point, and easy integration with active devices or monolithic 
microwave-integrated circuits, the CPW-fed antennas have been used as an 
alternative to conventional antennas for different wireless communication 
systems.14

In this chapter, a novel and simple antenna design has been carried out. 
A semicircular patch on triangle-shaped antenna fed by a CPW transmission 
line in a single-layer substrate is studied. With this CPW-fed scheme, the 
manufacture cost of the antenna can be reduced as low as possible. Details 
of the investigations based on simulations of the proposed antenna for wire-
less applications are described. First, a brief description of proposed antenna 
which includes antenna design and geometrical layout is presented in Section 
3.2. The design methodology using IE3D is illustrated in Section 3.3 and 
the simulation results of return loss, radiation pattern, and antenna gain are 
given. Conclusion is drawn in Section 3.4. Simulations are carried out using 
Zeeland’s “Method of Moments”-based commercial IE3D simulator.15

3.2  PROPOSED ANTENNA STRUCTURE AND DESIGN

The geometrical configuration of the proposed antenna is shown in Figure 3.1. 
The designed antenna is etched on a single layer of FR4 dielectric substrate 
whose dielectric constant is εr = 4.4 which is 32.2 × 54.85 mm2 in dimension. 
The antenna is symmetrical with respect to the longitudinal direction, 
whose main structure is a triangular patch upon which semicircular patch 
is inscribed, with CPW feed line. The geometrical parameters are adjusted 
carefully and finally the antenna dimensions are obtained to be L = 32.2 mm, 
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W = 54.85 mm, W1 = 31 mm, L1 = 28 mm, W2 = 13 mm, L2 = 2 mm, Wg = 5 
mm, Lg = 8.1 mm, S = 3 mm, h = 5 mm, εr = 4.4. The gap spacing between 
ground plane and CPW feed line is g = 1.6 mm. The substrate thickness is 
taken as t = 1.6 mm. The flare angle is θ = 60°.

FIGURE 3.1  Layout of the proposed antenna.

The basis of the antenna structure is a patch element with a fixed length 
L1 and a flare angle θ to lead the patch shape into either a strip monopole (i.e., 
θ = 90°) with the same thickness as the signal strip or a triangular patch (i.e., 
0 < θ < 90°) with varying width W1 according to the fixed length L1. Also 
noted that the patch is centered and connected at the end of the CPW feed 
line. In addition, the spacing between the patch and edge of the ground plane 
is h. The use of electromagnetic coupling effects of the ground planes to both 
the feed line and the patch element provides the wide impedance matching 
capability. Hence, the gap distance between the feed line and the ground 
planes mainly dominates the resonant mode of the upper band, while the 
flare angle (θ) is an important parameter to control the impedance bandwidth 
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for this band. By properly selecting the antenna’s geometric parameters 
numerically and experimentally, reduction of antenna size is also obtained.

3.3  INFERENCES FROM SIMULATED RESULTS AND 
DISCUSSIONS

To investigate the performance of the proposed antenna configurations in 
terms of achieving the required results, a commercially available moment 
method-based computer-aided design tool, IE3D, was used for required 
numerical analysis and obtaining the proper geometrical parameters in 
Figure 3.1.

3.3.1  RETURN LOSS

The simulated return loss coefficients are shown in Figure 3.2. It can be noted 
that for frequency range 2.91–6.03 GHz, a bandwidth of 3.12 GHz for a −10 
dB return loss is observed with resonant peaks at 3.45, 4.59, and 5.67 GHz. The 
first and third peaks fall in WiMAX (3.4–3.6 GHz) and WLAN (5.47–5.725 
GHz) applications. The return loss of −25.42, −27.78, and −34.38 dB at 3.45, 
4.59, and 5.67 GHz, respectively, is observed. The return loss curve is obtained 
more accurately by taking 20 cells per wavelength. The voltage standing wave 
ratio (VSWR) values at 3.45, 4.59, and 5.67 GHz are observed to be 1.11, 
1.08, and 1.04, respectively, which are closer to ideal value that is 1.

FIGURE 3.2  Return loss of the antenna.
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3.3.2  RADIATION PATTERN WITH ELEVATION AND 
AZIMUTH ANGLES

The far-field radiation patterns at the operating frequency for the constructed 
prototype of the proposed antenna are also examined. Figures 3.3–3.8 depict, 
respectively, the simulated radiation patterns including Eθ and Eφ polariza-
tion patterns in the Azimuth cut (x–y plane) and the elevation cuts (y–z plane 
and x–z plane) for the antenna at the frequencies 3.45, 4.59, and 5.67 GHz, 
respectively.

FIGURE 3.3  2D elevation pattern at 3.45 GHz.

FIGURE 3.4  2D elevation pattern at 4.59 GHz.
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FIGURE 3.5  2D elevation pattern at 5.67 GHz.

FIGURE 3.6  2D azimuth pattern at 3.45 GHz.

FIGURE 3.7  2D azimuth pattern at 4.59 GHz.
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FIGURE 3.8  2D azimuth pattern at 5.67 GHz.

3.3.3  ANTENNA GAIN

The simulated antenna gain against frequency for the proposed antenna 
across the operating band is shown in Figure 3.9. It is observed that a gain of 
about 4.15, 4.5, and 2 dBi is observed at 3.45, 4.59, and 5.67 GHz, respec-
tively. The antenna gain is above 2 dBi for the entire frequency range of 
2.91–6.93 GHz.

FIGURE 3.9  Gain of the proposed antenna.
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3.3.4  PARAMETRIC STUDY BASED ON SUBSTRATE THICKNESS 
AND DIELECTRIC CONSTANT

The effect of substrate dielectric constant and thickness are evaluated 
by varying the dielectric constant of the substrate and thickness and the 
obtained return losses are compared. The compared resonant frequency, 
S11, VSWR values, and bandwidths are tabulated in Tables 3.1 and 3.2, and 
corresponding curves are shown in Figures 3.10 and 3.11.

TABLE 3.1  Effect of Substrate Dielectric Constant on S11, Bandwidth, and Resonant 
Frequency fr.

εr fr (GHz) S11 (dB) at fr Bandwidth (GHz) VSWR
2.2 3.83

5.56
6.89

−14.38
−20.63
−33.52

3.96 1.47
1.20
1.06

3.38 3.63
5.06
6.18

−19.19
−33.71
−26.82

3.44 1.24
1.05
1.09

4.4 3.33
4.52
5.48

−25.75
−29.41
−32.26

3.04 1.18
1.08
1.05

TABLE 3.2  Effect of Substrate Thickness on S11, Bandwidth, and Resonant Frequency fr.

Thickness [t (mm)] fr (GHz) S11 (dB) at fr Bandwidth (GHz) VSWR
1.0 3.43

4.64
5.68

−25.27
−29.71
−28.16

3.13 1.12
1.07
1.09

1.5 3.45
4.68
5.73

−25.04
−30.43
−26.85

3.15 1.11
1.06
1.10

1.6 3.45
5.67
4.59

−25.41
−34.38
−27.79

3.11 1.11
1.08
1.04

2.0 3.33
4.52
5.48

−25.75
−29.41
−32.26

3.04 1.11
1.07
1.05
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FIGURE 3.10  (See color insert.) Measured return loss for the proposed antenna with 
various dielectric constants.
Note: Other parameters are the same as in Figure 3.2.

FIGURE 3.11  (See color insert.) Measured return loss for the proposed antenna with 
various substrate thicknesses.
Note: Other parameters are the same as in Figure 3.2.
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After few repeated simulations using IE3D, it is found that for εr = 4.4 
and t = 1.6 mm, the results are more accurate and resonant frequencies fall in 
WiMAX and WLAN applications. Moreover, it is observed that increasing 
the dielectric constant moves the resonant frequency to the left side of graph 
(decreases) and also decreases the bandwidth.

3.4  CONCLUSION

In this chapter, a CPW-fed semicircular patch on triangle-shaped antenna is 
proposed which does not require external matching circuit. The dimension 
of the antenna is 32.2 × 54.85 mm2. By changing the substrate dielectric 
constant and thickness, the desired resonant frequency band is achieved. The 
resonant peaks at 3.45 and 5.67 GHz fall in WiMAX (3.4–3.6 GHz) and 
WLAN (5.47–5.725 GHz) applications. The desired antenna gain, radiation 
pattern, and VSWR (<2) are obtained. The results are found suitable for 
wideband wireless applications.
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CHAPTER 4

ABSTRACT

A compact multiband four port multiple-input multiple-output (MIMO) 
antenna is presented using rectangular microstrip patch antenna. This work 
uses octagon complementary split-ring resonator (OCSRR) loaded on its 
ground plane. The designed MIMO antenna resonates at multiband frequency 
2.36 Hz, 4.52 GHz, and 5.9 GHz, respectively, and for its isolation −22.09 dB, 
−24.22 dB, and −17.23 dB with overall bandwidth 344.5 MHz. The results 
of this designed MIMO antenna system shows a good isolation, bandwidth, 
peak gain, voltage standing wave ratio, and low envelop correlation coef-
ficient which is promising for next generation wireless application systems. 

4.1  INTRODUCTION

High data and low error rates are among the most demanding requirements 
of a general communication system. Multiple input multiple output (MIMO) 
is a technology that can provide both of these requirements. MIMO systems 
use multiple antennas for transmission and reception of the data. The data 
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rate is linearly proportional to the number of antennas in the system over 
same bandwidth that not only increases the reliability but also uses the avail-
able bandwidth efficiently by increasing the overall capacity of the link.1 
Due to these properties, the fourth and fifth generation wireless systems will 
rely on MIMO. This chapter focuses designing such antenna for wireless 
communication terminals.

The microstrip patch antennas2,11 are preferred because of their simple 
configuration like small size and simple structure. A patch antenna is a piece 
of metal on one side of a substrate of thickness h and dielectric constant εᵣ 
and has a ground plane on the other side. These antennas have light weight, 
are compatible with other electrical device, and can be easily fabricated.2 
Hence, microstrip patch antennas2,8,11 make them most suitable for wireless 
devices.

Split-ring resonators (SRR) are an integral component in realizing artifi-
cially engineered negative refractive index metamaterials.1–3 Their electrical 
behavior is observed for an axial magnetic field for which these are seldom 
used in microstrip configuration. On the contrary, the complementary 
split-ring resonators (CSRR) are favorable for microstrip application as it 
responds to axial electric field. This property has been recently harnessed in 
designing planar microwave components.4,5 Here in this chapter, the octagon 
complementary split-ring resonators (OCSRRs) have been realized on the 
ground plane of a rectangular microstrip antenna9 and the corresponding 
behavior has been studied.

A four-element MIMO antenna with high isolation is presented in this 
chapter. The smallest edge-to-edge separation of the four symmetrical 
elements is λ/4 (where λ is the free space wavelength). To decrease the 
mutual coupling of the microstrip antenna arrays, a periodic metamaterial 
OCSRR structure as a spacer was applied in the ground plane. The proposed 
antenna can resonate at 2.36, 4.52, and 5.9 GHz and find application in 
several communication standard, and simulation results, including S-param-
eters; diversity gain, voltage standing wave ratio (VSWR) coefficient, and 
envelope correlation coefficients (ECCs) indicate that the proposed MIMO 
antenna can provide better diversity to increase data capacity of wireless 
communication systems.

This chapter is set up as follows. This section details the proposed four-
element MIMO antenna layouts with metamaterial structure. The simulation 
result of the return loss, diversity gain, radiation pattern, VSWR coefficient, 
and ECCs are illustrated in Section 4.2 and Section 4.3 and the discussion is 
concluded with directions to future work in Section 4.4.
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4.2  DESIGN PROCESS

4.2.1  CONCEPT AND CHARACTERIZATION OF THE 
OCTAGON SPLIT-RING RESONATORS

Recently, there has been a rising interest in metamaterial design; artificial 
negative magnetic permeability mediums are composed by SRR and 
introduced by Pendry.12 Other examples of subwavelength metamaterial7 
structures are the broadside-coupled square, ring resonator (BC-SRR),13 the 
capacitive-loaded loops,14 and the spiral resonators,15 which reduce the elec-
trical size of the unit cell. In this chapter, we proposed a periodic OCSRR 
structure; a unit cell is depicted in Figure 4.1. As it can be seen from the 
figure, the metamaterial unit cell is composed of two nested split octagons 
that are etched on a dielectric substrate.

FIGURE 4.1  The unit cell structure.

The substrate is FR4 with dielectric constant equal to 4.4. Dielectric 
dimensions Ls × Ws are 10 mm × 10 mm and the thickness t is 1.6 mm. 
The strip width of each octagon is 0.6 mm. The sides of the octagons from 
the outer side to the inner side (S1, S2, S3, S4) are 4.0, 3.5, 2.8, and 2.3 
mm, respectively. Both of the gaps, g, in the octagons are 0.3 mm and the 
distance between octagons, d, is 0.845 mm. To analyze this structure, it is 
embedded at the middle of a transverse electromagnetic (TEM) waveguide,6 
which has proper magnetic and electric boundary conditions on walls. The 
resonance frequency of this structure depends on the gap dimension (g). By 
increasing the gap, the capacitance in inductance–capacitance (LC) circuit 
model of the unit cell decreases. The decrement of the capacitance results in 
the increment of the resonance frequency of the structure.



42	 Electronics and Communications Engineering

4.2.2  GEOMETRY OF THE MIMO ANTENNA

The microstrip MIMO antenna as an initial design10 consists of a FR4 
substrate, a perfect conductor ground plane, and four patch elements. The 
distance of the elements is considered λ/4. The substrate’s dimension and 
relative permittivity εr are 60 mm3 × 60 mm3 × 1.6 mm3 and 4.4, respectively. 
The length and width of the patch are 11.35 mm2 × 15.25 mm2, length and 
width of quarter wave transformer are 4.90 mm2 × 0.50 mm2, length and 
width of 50 Ω feed line are 6.15 mm2 × 3.05 mm2, and the ground plane has 
a dimension of 60 mm2 × 60 mm2, respectively, shown in Figure 4.2.

FIGURE 4.2  Conventional MIMO antenna front and bottom view.

After that, to more evaluate the performances of the proposed MIMO 
antenna, we have used four OCSRRs in ground plane as shown in Figure 4.3.

FIGURE 4.3  Octagon split-ring MIMO antenna front and bottom view.
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4.3  RESULTS AND DISCUSSION

4.3.1  REFLECTION COEFFICIENT

The simulated reflection coefficient for the conventional MIMO antenna 
and designed MIMO antenna with OCSRRs is shown in Figures 4.4 and 
4.5, respectively. The conventional MIMO antenna resonates at 5.90 GHz 
and for its isolation 22.15 dB with overall bandwidth 200 MHz, and MIMO 
antenna with OCSRRs can achieve better reflection coefficient rather than 
conventional MIMO antenna.

FIGURE 4.4  (See color insert.) Reflection coefficient of the conventional MIMO antenna.

FIGURE 4.5  (See color insert.) Reflection coefficient of the proposed octagon split-ring 
MIMO antenna.
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The designed antenna resonates at multiband frequency 2.36, 4.52, and 
5.9 GHz, respectively, and for its isolation −22.09, −24.22, and −17.23 dB, 
with overall bandwidth 344.5 MHz, which can be considered good response 
for the designed antenna.

4.3.2  PEAK GAIN

The peak gain of the conventional microstrip MIMO patch antenna is 4.6 
dBi and peak gain of octagon split-ring microstrip MIMO antenna is 5.21 
dBi as depicted in Figures 4.6 and 4.7, respectively.

FIGURE 4.6  (See color insert.) 3D plot of conventional MIMO antenna gain.

FIGURE 4.7  (See color insert.) 3D plot of octagon split-ring MIMO antenna gain.
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4.3.3  VSWR

Normally in antenna application, the VSWR value is in between 1 and 2. 
Hence with MIMO antenna with OCSRRs, we get that the VSWR is 1.22, 
1.13, and 1.31, respectively, at the resonance frequency of 2.36, 4.52, and 
5.9 GHz. Hence, it is concluded that if VSWR is ≤ 2, then 89% of power 
transfers along the antenna, if VSWR < 1.7, then 93% of power transfer along 
the antenna, and if VSWR < 1.5, then 96% of power transfers. Therefore, 
our designed antenna VSWR value is less than 1.5; hence, good amount of 
power transfer along the antenna is shown in Figure 4.8.

FIGURE 4.8  (See color insert.) VSWR of octagon split-ring MIMO antenna.

The ECC is the important parameter in MIMO system that can signifi-
cantly influence the capacity of a MIMO system. This enveloped correlation 
coefficient between signals received by the antennas of the array can be 
computed through the S-parameters with the assumption that the incoming 
signals are uniformly distributed, that is, the direction of arrival of each 
multipath component has equal probability. The correlation coefficient 
between any two elements of the array is given as

	 ( )( ), 2 2 221 1

ii ij ji jj
i j

ii ji jj ij

s s s s

s s s s
ρ

∗ ∗+
=

− − − −

From Figure 4.9, it is clear that the ECC is very low over the whole 
band which indicates very good isolation between the four antennas. The 
maximum ECC is less than 0.03.
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FIGURE 4.9  (See color insert.) Correlation coefficient of octagon split-ring MIMO antenna.

4.4  CONCLUSION

A compact multiband four-port MIMO antenna with improved isolation 
multiband is proposed and designed. A good isolation multiband is achieved 
by introducing octagon split ring loaded on its ground plane of microstrip 
patch antenna. The designed antenna has small size with simple geometry 
which makes it highly suitable for integration into system circuits. The char-
acteristics obtained show that the proposed MIMO antenna is fit for wireless 
communication applications.
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CHAPTER 5

ABSTRACT

A compact coplanar octagonal microstrip patch antenna operating at 
a frequency range of 1.2–10.0 GHz is presented and discussed in this 
paper. The circle in the center of the patch and the L-shaped stubs that 
are enclosed inside the inverted E-shape act as a notching element in 
attaining the frequency of operation. The patch is modified further to 
have dual band characteristics; fine tuning the impedance match makes 
it suitable for wireless, mobile, and C-band applications. The antenna is 
modeled by means of FR4_Epoxy material as substrate with a thickness 
of 1.6 mil. The design of the antenna is simulated using high-frequency 
structure simulation. To operate in multiple bands of 1.1–2.1 GHz, 
2.8–3.4GHz, and 6.1–6.9 GHz, the antenna has been elevated. For opti-
mizing the size of the octagonal area, the particle swarm optimization 
method is also considered for analyzing. The parametric studies on the 
antenna design after fabrication of prototype have been presented. This 
includes measurement of voltage standing wave ratio, radiation pattern, 
peak gain, etc.
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5.1  INTRODUCTION

Short-range wireless communication systems started playing a key role 
in the design of any commercial application. It has advantages like high 
data rate, low power consumption, and wider bandwidth. Due to current 
trend in communication system, many researchers are trying to design 
and develop cost-effective, capable of operating at multiband frequencies, 
antennas which can be easily integrated with radio frequency (RF) wave 
circuits. The most important limitation of a microstrip patch antenna1 is 
its narrow band operation. Although some investigations are carried out 
to enhance the bandwidth limitation, still it is an addressable problem. In 
this chapter, we propose a simple coplanar antenna designed for operating 
at a frequency range of 2–10 GHz and attained multiple resonant frequen-
cies at 2.3, 2.9, and 6.3 GHz (nearly), thus making it suitable application 
for operating in the wireless LAN. The design of the antenna is modeled 
using HFSS (high-frequency structure simulation) software and the result 
is presented and discussed.

5.2  ANTENNA STRUCTURE

5.2.1  RESONANT FREQUENCY ( fr )

The fundamental design of the antenna structure depends on the operating 
frequency which in turn depends on the specific application. Selection of 
operating frequency is 2.5 GHz as it lies within the mobile communication 
systems operation range (2–5 GHz). The selection of a substrate substantial 
is also equally significant.

5.2.2  SELECTION OF A SUBSTRATE MATERIAL (εr )

The dielectric substantial carefully chosen for the proposed model is FR4_
Epoxy; the use of dielectric substrate enhances the ability to maintain excel-
lent mechanical, physical, and electrical properties at elevated temperatures 
and also ensures safety and consistency. These are used to ease the size of the 
antenna due to complex permittivity and can help to produce displacement 
currents which results in producing time-varying electric fields and creates 
propagating electromagnetic field. A substrate also enhances the radiating 
capability of the antenna.
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The FR4_Epoxy has the following notable features (Table 5.1).

TABLE 5.1  Properties of FR4_Epoxy.

Parameters Values
Dielectric constant 4.36
Loss tangent 0.013
Water absorption <0.25%
Tensile strength <310 MPa
Volume resistivity 8 107 MΩ cm
Surface resistivity 2 × 105 MΩ
Breakdown voltage 55 kV
Peel strength 9 N/mm
Density 1850 kg/m3

5.2.3  HEIGHT OF THE DIELECTRIC MATERIAL (H)

The height of the dielectric substantial is to be chosen in such a way that it 
should not affect the ground wave propagation. Hence, the elevation of the 
dielectric substrate is taken as 1.64 mm.

The main design factors of the patch are as follows:

•	 fr = 2.2 GHz
•	 εr = 4.3
•	 h = 1.64 mm

5.3  DEVELOPMENT PROCESS

The optimization process of the microstrip antenna parameters is to be done 
at the initial stage using particle swarm optimization (PSO)2,3 for predeter-
mined shapes of the antenna and helps to levy conditions during optimiza-
tion method of the antenna shape and support in fabrication. The design style 
does not boundary the shape of the antenna.

Calculate the resonant frequencies of a polygonal patch antenna, along 
with other parameters.

	 ( )
nm

r
r16 sin 2

X Cf
r θ ε

= 	 (5.1)
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where c is the velocity of light.

	 Xnm = Knm r

	 θ = 45°

	 r

0

2
k

π ε
λ

= 	 (5.2)

By solving Equation (5.1), the resonant frequency for the first TMnm 
modes of an octagonal patch antenna can be achieved.

	 r
r

90.24f
r ε

= 	 (5.3)

where fr is the resonant frequency, r is the radius in mm, and εr is the dielectric 
permittivity.

5.3.1  FEEDING STRUCTURE

A coplanar waveguide (CPW) antenna requires only one single conducting 
layer simplifying the fabrication process and also avoids alignment prob-
lems. A CPW loop is shown to be an effective low VSWR feed for microstrip 
antenna; besides, it also offers features like less radiation loss, less dispersion, 
easy integration with monolithic MMIC, and effective control characteristic 
impedance.

5.3.2  BANDWIDTH

A straightforward method for improving bandwidth is to increase the 
thickness of the substrate, but it will increase the surface-wave power and 
thus effect the radiated power to decrease. There are abundant methods for 
enhancing bandwidth of antenna like use of manifold resonances, using 
folded patch feed, etc.

5.3.3  OPTIMIZATION

During this study, to curtail the size of the octagon, PSO has been adopted 
with constraints on frequency of the fundamental mode. The significance 
of the PSO method is to optimize different natural variables which can be 
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further used to minimize physical dimension, thickness of the substrate, and 
other factors of the antenna. In this chapter, the approach is to optimize the 
patch dimension.

5.3.4  PSO APPROACH

The PSO practice is an evolutionary calculation technique and varies from 
genetic algorithm. In PSO, a bird flock’s behavior simulates the population 
dynamics, where distribution of data takes place and every entity can profit 
from the previous experience or discoveries. In this context, each particle 
is preserved as a point in a dimensional space, defined as a moving point 
in space.

In a PSO algorithm,5 evolutionary operators such as crossover to over-
write, mutation for k variables optimization,4,6 and a flock of bits are placed 
into the k-dimensional space with randomly chosen positions knowing their 
L-best values and the position. In the k dimension, the position of each 
particle is accustomed according to its ability to transmit or radiate. For 
example, the kth particle is symbolized as mi = mi1, mi2, mi3, … min in 
the dimensional space and the best previous position of the kth particle is 
documented as mbesti = mbesti1, mbesti2, mbesti3, … mbestin, and the index 
among the best particle in the particle group is represented as (s)-best.

5.3.5  OPTIMIZATION OF OCTAGONAL PATCH

For an octagonal patch, the angle and the radius of the octagon are the signifi-
cant parameters that are to be optimized for a resonant frequency of 1–2 GHz.

The resonant frequency of the TMnm mode of the octagonal patch from 
eq (5.3) is

	 r
r

90.24f
r ε

= 	

where r is the radius of the octagonal shape and εr effective is given as
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The second frequency resonance is attributed to the patch and it is seen that 
with an increase in the patch height, there is a resonance shift toward the 
lower side.
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5.3.6  SMITH CHART

A Smith chart is a simple depiction of all possible composite impedances 
with respect to reflection coefficient. By definition, reflection coefficient is 
a circle of radius 1 in a multifaceted level.

The main purpose of Smith chart illustration is to recognize all possible 
impedances. The normalized impedance is represented in a Smith chart 
by using curls that categorize the normalized resistance r (real part) and 
normalized reactance x (unreal).

	 ( ) ( ) ( )Re Imz d z j z r jx= + = + 	 (5.4)

Hence, the representation of reflection coefficient in expressions of its 
matches is

	 ( ) ( )Re Im( )d jτ τ τ= + 	 (5.5)

The Smith chart is a polar plot of complex reflection coefficient and is 
mathematically defined as a 1-port scattering parameters (S11).

The reflection coefficient is used to characterize a load which may be 
admittance, gain, and trans-conductance and is useful for RF frequencies.

Notable points from a Smith chart.

•	 All circles intersect at the coordinate (1,0)
•	 The zero Ω circle is the largest one and there is no resistance
•	 Immeasurable resistance is reduced to one point at (1,0)
•	 Choosing resistance value can be simple just by altering alternative 

circle conforming to new value

5.3.7  SIMULATION MODEL

Structural analysis: An octagon is a closed loop with equal sides and internal 
angle of 135°. It is necessary to calculate the radius of the octagon to be 22 
mm and designed for the resonant frequency of 1.9 GHz. The size of the 
octagon is considered as ( )22 1 2a + , where a is the side of the octagon. The 
antenna is fed by a microstrip line with a dimension of 3 mm in width.

The design of the proposed antenna is developed stage-wise to check 
the accuracy of the model. In the first stage, a simple octagon shape with 
1.5 cm diameter is designed on a coplanar plane using microstrip line feed. 
The ground plane is chosen such that it is larger by two times to that of 
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the radiating patch. The resonating frequency obtained is above 10 GHz 
(Fig. 5.1).10 In the second stage, a circle with a radius of 0.7 mm (nearly) has 
been used as a notch to bring down the frequency of operation to less than 
10 GHz (Fig. 5.2). In stage 3, a top-loaded inverted E has been introduced 
to attain a resonating frequency less than 5 GHz (Fig. 5.3). In stage 4, two 
mirror L-stubs7 are used to make the antenna resonate at multiple frequen-
cies, thus making it suitable for C-band, wireless, and mobile applications 
(Fig. 5.4).

FIGURE 5.1  Coplanar octagonal antenna. Adapted from Ref. [10].

FIGURE 5.2  Circle via in octagon (stage 2). Adapted from Ref. [10].
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FIGURE 5.3  E-shape top-loaded octagon (stage 3). Adapted from Ref. [10].

FIGURE 5.4  L-shaped wings for octagonal patch (stage 4). Adapted from Ref. [10].

The imitation tool is used in evaluating the performance of the antenna 
which is established on the method of moment’s technique and used for 
computing VSWR, return loss, and gain of the suggested antenna. The return 
loss specifies the volume of power that is lost to load and does not return as 
reflection. Figure 5.5 shows that during the first stage, the antenna shows a 
return loss above 10 GHz and later after stage 4, the antenna is able to be 
operated in multiple bands ranging from 1.9 to 2.4 GHz, 2.9 to 3.2 GHz, and 
5.3 to 6 GHz. Table 5.1 shows that as the stage increases, the fundamental 
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frequency is shifted to the lower side and is suitable for multiband applica-
tions. The patch-covering geometries were inspected ideally, and reason-
able values of resonant frequency, return loss, and gain are inspected and 
related. The comparative table shows that final patch which gives decent 
results in contrast with stage progress. It is observed that the antenna has 
minimum VSWR, progress in reflection coefficient, three frequency bands 
with considerable bandwidth, and gain.

FIGURE 5.5  Dimensions of the proposed antenna model. Adapted from Ref. [10].

5.3.8  FABRICATION

The patch is made up on a low-cost FR4_Epoxy substrate with a material 
thickness of h = 1.66 mm and permittivity εr of 4.36. To get better 
correctness, the antenna is sketched using AutoCAD and is fabricated using 
photolithographic process. The overall length and width of the antenna are 
fitted into a 5 cm × 5 cm dimension. The patch and ground are disjointed 
by a closed cell and it aids to obtain wider bandwidth and higher gain. 
During the initial iteration, the fundamental resonating frequency of the 
antenna is above 15 GHz but in the second reiteration when an inverted E 
is placed on the top of the main path, a shift in the resonant frequency has 
been observed to the lower side. In the third and fourth iterations when two 
stubs are added to the main patch that lies internal to the inverted E shape, 
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there is a significant shift of the resonant frequency between 1 and 2 GHz. 
The rectangular plot of Figure 5.6 represents that when dual L-stubs are 
added to the main patch, additional resonance also occurred at 3, 6.5, and 
9.5 GHz.

FIGURE 5.6  Rectangular plot of S11.

The increase in the slot width results in increase in impedance bandwidth. 
The impedance corresponding curve moves toward the inductive area of the 
Smith chart and is as shown in Figures 5.7–5.9.

FIGURE 5.7  Smith chart.
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The maximum gain obtained by the antenna is at 1.2 GHz and between 
6 and 7 GHz. The variation of gain at other resonating frequencies of the 
antenna is tabulated below.

FIGURE 5.8  Inductive impedance shift.

FIGURE 5.9  Smith chart.
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5.4  CONCLUSION AND DISCUSSION

The antenna has been computer-generated using HFSS, the sphere-shaped 
scanning system was utilized for near field antenna measurement using stan-
dard spherical wave expansion techniques, and the radiation of the antenna 
can be fully described by a set of prototypical coefficients.

The inverted E-shaped radiation faces of the antenna are also studied and 
the measured radiation outlines8 for Azimuth and elevation are as shown 
in the figure. The designed antenna displays a good broadband radiation 
pattern. The peak cross-polarization level of the antenna is observed about 
−8 to −22 dB. It is prominent that the radiation characteristics of the recom-
mended patch are better to the predictable patch antenna. The parametric 
studies also address the effect of width9 and length of the patch, height, and 
air gap on the performance of the antenna.
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CHAPTER 6

ABSTRACT

Circular polarized microstrip patch antennas are more in demand for next 
generation with compact size. A survey on various techniques like sequential 
feed, folded patch, substrate-integrated metallic wall structure, slits in minia-
turization of a patch antenna, and various parameters like axial ratio, beam 
width, gain, and size reduction in respect of meeting the required levels for 
future wireless communication is considered.

6.1  INTRODUCTION

In wireless communication systems, circularly polarized microstrip antennas 
(CPMAs) grasped much attention in this new era. When the systems are in 
rotating motion with respect to orientation, circular polarization is useful 
in such cases. In circular polarization, the transmitter and receiver with 
respect to orientation are considered; independent data transmission is 
allowed. Compact CPMAs are used in applications such as handheld radio 
frequency identification (RFID) reader and portable wireless devices. In 
CPMAs, single and dual feed structures are used.1 As far as feed location 
is considered with the single-feed configuration at the radiator, structure is 
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excited in orthogonal mode at 90° phase shift for circular polarization (CP). 
In microstrip antennas,4–11circular polarization provides large bandwidth 
in dual feed structures compared to the single feed.2,3 But in the dual feed 
configuration, large size is required in ground plane for feeding network. 
These perturbation techniques are most popular in size reduction of CPMAs. 
Truncating a pair of square patch corners in square microstrip antenna which 
is symmetric is a well-known method of producing CP radiation.5 The size 
reduction can be done by a technique called symmetric slits in microstrip 
patches which has been proposed by Chen et al.9 CP radiation can be achieved 
using the technique conventional symmetric corner truncating and can be 
designed with slotted ground plane.10 Truncated corner method for circular 
polarization which has no reduction in size is considered. The size reduction 
is also possible with substrate-integrated metallic wall structure. Along the 
diagonal direction of a patch antenna are used symmetric slits and tails for 
smaller designs in CPMA.11 However, Nasimuddin et al.12 have proposed 
the study of the compact CPMAs with asymmetric slit patch radiator. The 
above designs had CP characteristics which achieve less than 4% only in 
axial ratio (AR) bandwidth and for navigation purpose, multiple systems 
cannot be accommodated at the same time with lesser axial bandwidth ratio. 
Techniques like wideband feeding mechanism12–14 and sequentially phase 
feeding networks15–19 are used to increase the AR up to 10% and have been 
employed. However, the size of the printed circuit or the ground plane is 
enlarged which resulted in complicated geometries as was the same case with 
the other above wideband feeding techniques. Sequential feeding technique 
is proposed by Hau et al.20 to obtain wide AR bandwidth. Another technique 
called folding the patch is used to improve beam width, impedance band-
width, and reduction in resonant frequency, but with a drawback of large size 
and design complexity21. With the above techniques, the radiators are larger 
in size and to reduce it, other techniques such as folding, cutting the slots, 
and adding tails are less effectively used when compared to loading high 
dielectric substrate, using shorting pins/walls. Shorting walls or pins is the 
technique proposed by Wong et al.24 in size reduction for the patch antenna.

6.2  TECHNIQUES

6.2.1  SEQUENTIAL FEEDING

Sequential feeding mechanisms for patch radiator with circular polariza-
tion are analyzed. The antenna has two main portions, a double-sided 
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printed-circuit-board (PCB) at the bottom and a metal patch at the top which 
has a shape of square. In a ground plane, four Γ-shaped slots are etched on 
the top side of the double-sided PCB and have a microstrip line at the bottom 
side of the double-sided PCB. It is observed that centers of the double-sided 
PCB and the metal patch are aligned together but they are located in z-direc-
tion at different level. They are separated by a foam-supporting block with a 
thickness h1, which is 11 mm. The PCB has a thickness (h2) of 1 mm, length 
of 60 mm, and dielectric constant ϵ2 = 2.65. The square patch has a length 
(L) of 43.4 mm and a thickness of 0.3 mm as shown in Figures 6.1–6.3. This 
antenna has stable radiation pattern, wide impedance bandwidth, and wide 
AR bandwidth. The measured standing wave ratio) (<1.5) and 3 dB AR 
bandwidth of the antenna are over 16.5% and 13.3%, respectively. The peak 
gain of the antenna is 7.4 dBic at 2.55 GHz.20,22

FIGURE 6.1  Top view.

FIGURE 6.2  Side view.
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FIGURE 6.3  Geometry of the antenna with reflector.

6.2.2  SUBSTRATE-INTEGRATED METALLIC WALL STRUCTURE

A circularly polarized patch radiator using substrate-integrated metallic 
wall is shown in Figure 6.4. It is constructed with two layers of substrates 
that are Substrate1 and Substrate2 with thickness H1 and H2. The metallic 
walls are integrated in Substrate1 and the radiating patch is printed on 
Substrate2 which are stacked together. For a patch radiator underneath the 
ground, plane is fed through a coaxial probe which is connected to SMA 
connector. Each corner of radiating patch consists of four groups of metallic 
walls. In each metallic wall, substrate is integrated by vertical vias which is 
realized by connecting. The pin diameter of flat strips has the same width. 
Inductance is created at the vertical portion of the walls and along the 
diagonal of the patch; the distance between two groups of metallic walls 
is characteristic by c. d indicates the separation between two parallel walls 
is considered. At the meantime, the antenna resonates at 3.24 GHz and the 
separation between two parallel walls provides the capacitance that has 
obtained AR of 2.16% with 80% of reduction in size when compared with 
conventional half-wavelength square patch antenna. From this technique, 
the size of the antenna is reduced with the help of inductive and capacitive 
loading effect.21
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FIGURE 6.4  Geometry of the antenna with reflector.

6.2.3  FOLDED PATCH

In this technique, radiator size can be miniaturized by lengthening the patch 
surface current path which is achieved with U-shaped or folded patch shown 
in Figure 6.5. The planar radiating patch has top portion of square shape and 
of side length L. This technique consists of two downward rims which are 
symmetrical and on top of the patch, two radiating patches are added. The 
length (u) of the downward rims is smaller when compared to the thickness 
(h) of an air substrate. In an inverted U-shaped patch, an H-shaped coupling 
slot is located below from the center and has a cut in the ground plane of 
a microwave substrate of thickness 0.8 mm and relative permittivity 4.4. A 
50-Ω microstrip feed line is used for feeding the inverted U-shaped patch 
through an H-shaped coupling slot which is printed on the other side of the 
ground plane. The H-shaped coupling slot has a central arm of dimensions 
1 mm × S and two side arms of dimensions 1 mm × 2 Sh. Compared to 
a conventional narrow rectangular coupling slot, the use of an H-shaped 
coupling slot can reduce the antenna’s backward radiation.

For the proposed design, good impedance matching can be obtained by 
selecting proper values of S, Sh with various rim lengths and the tuning-stub 
length t of the 50-Ω microstrip feed line. The size of the antenna is reduced to 
54% when compared with a square patch antenna.21,23 A circularly polarized 
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patch antenna with sequential feeding and folded technique is proposed by 
Mak et al. In this chapter, an optimum design is implemented to achieve 
antenna geometry reduction and improved AR.22

FIGURE 6.5  Geometry of U-shaped radiating patch.

6.2.4  ASYMMETRIC SLIT

A CP square patch antenna with asymmetric slit is analyzed and a dimension 
thickness of h with length of L is etched onto a substrate. Figure 6.6 shows 
the asymmetric slit square patch (unbalanced) for CP radiation with compact 
antenna size. From the patch center along the orthogonal axis (y- or x-axis), 
coaxial feed is located. CP radiation is obtained effectively with introduction 
of asymmetry in diagonal direction in a patch antenna. With a single feed 
square patch radiator, two orthogonal modes are possible but with 90° out of 
phase which in turn required for a CP radiation. D1 and D2 are the diagonal 
axes of a square patch as shown in Figure 6.7. The orthogonal modes are 
typically excited by asymmetries along the axis of a square patch at 45° to 
the feed location. On a patch radiator, four asymmetric V-shaped slits embed 
in diagonal direction with symmetric are used for size reduction. Four 
asymmetric V-shaped slit apexes are located (Si, i = 1–4); measured gain of 
the antenna prototype is around 4.0. Various asymmetrically slit microstrip 
patch antenna designs with different type of the slit shapes have also been 
studied and compared for CP radiation with compact antenna size. The slit 
shape does not depend on the return loss, AR, and gain of the antennas 
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but only depends on area of the slits. Microstrip patch radiators of square 
shape can be realized for circular polarization using a single coaxial feed 
structure for a compact antenna size; asymmetrical slits are cut along the 
diagonal direction. The performances of the proposed antennas with several 
asymmetric slit shapes onto the patch radiators are compared. The measured 
10-dB return loss and 3-dB axial-ratio bandwidths of the antenna prototype 
are around 2.5% and 0.5%, respectively.12

FIGURE 6.6  Cross-sectional view of asymmetric slit compact CPMA.

FIGURE 6.7  Top view of asymmetric slit compact CPMA.
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6.2.5  SHORTING WALLS/PINS

The geometry of proposed virtually shorted patch antenna is shown in 
Figure 6.8. This antenna consists of four L-shaped parasitic shorting strips 
(L = 5 mm, t = 3.18 mm), a driven patch (Wp = 11.364 m), a ground plane 
(Wg = 21 mm), and four slots (S = 4.13 mm) and the patch is printed on the 
substrate. At all the corners of a square patch, four slots are loaded which 
are open-ended. These slots provide not only space for embedding the 
parasitic shorting strips but also size reduction for the patch. At each slot, 
strip is arranged individually. One end of each strip is open-circuited and 
other end of the strip is shorted to the ground plane by a shorting pin. The 
vertical shorting portion of each strip acts as an inductive loading whereas 
the horizontal portion of each strip is considered as a capacitive loading. 
The shorting strips are symmetrically arranged to maintain good broadside 
radiation. Circular polarization is obtained by controlling the extended length 
ratio of two orthogonal modes of the patch. To excite an circular polariza-
tion radiation, pairs of unbalanced tails are attached to the open ends of the 
slots as shown in Figure 6.8. At the center of the patch, a radiator designed 
with a metallic vertical post at DC ground is connected to the ground plane. 
The operating frequency is designed at 2.492 GHz. With the help of printed 
circuit board technique, antenna is fabricated. The fabricated antenna is real-
ized by a PCB technique with the use of a dielectric substrate from Taconic 
with a thickness of ϵ =3.18 mm.

FIGURE 6.8  Antenna geometry for a circularly polarized patch antenna with parasitic 
shorting strips.
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6.3  CONCLUSION

Various techniques employed by researchers so far for miniaturization of 
CP antennas have been studied in detail. The methodologies are compared 
with respect to AR, return loss, impedance bandwidth, gain, and frequency 
of operation. A lot of reduction in size has been achieved by using shorting 
pins/walls and substrate-integrated metallic wall structure (SIMWS) tech-
niques as seen from Table 6.1. It is also shown that a reflector at appropriate 
position is added to enhance the front-to-back ratio by more than 20 dB. 
The results show that the antennas designed are best suitable for future 5G 
applications. However, it is required to explore further in terms of enhancing 
the performance by improving the parameters like AR, gain, beam width, 
and further size reduction.

TABLE 6.1  Comparison of Techniques.

Methods AR (%) S11 (dB) Impedance 
bandwidth 
(%)

Gain 
(dBi)

Frequency 
(GHz)

Reduction 
of antenna 
geometry (%)

Sequential feeding 13.3 – 16.5 7.4 2.55 –

SIMWS 2.16 −18 6.5 4.4 3.24 80

Folded patch – −35 16.8 8.4 2.375 54

Asymmetric slit 2.5 −30 0.52 4.52 2.443 –

Shorting pins/walls 0.682 −28 3.25 3.8 2.492 82

AR, axial ratio; SIMWS, substrate-integrated metallic wall structure.
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CHAPTER 7

ABSTRACT

Nowadays there is a great demand for communication on-the-move 
(OTM). OTM antenna is a system which is mounted on a vehicle such 
as boat, train, car, flight, and this system is used to track the satellite link 
and maintain the link between the terminal and satellite even when the 
vehicle is moving. The antenna always steers to track the satellite link 
while in motion. Phased array antenna with hybrid beam steering method 
is proposed in this paper to achieve effective communication. The beam 
formed in phased array of 100 isotropic elements has a widebeam width. 
But, to fetch satellite communication applications, a narrow beam width 
is required. Hence a parabolic reflector is chosen to sharpen the beam. 
But, for the ease of simulation, in place of the array of antennas, a horn 
antenna design to operate at the same operating frequency, 16 GHz, is 
given as a feed to the reflector antenna and the simulation is done using 
high-frequency structure simulator.

mailto:Devikasv.ece@Gitam.org
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7.1  INTRODUCTION

Typically, satellite applications employ highly directive antennas, that 
is, parabolic dishes that are not suitable for mobile applications, where 
low-profile antennas are required.7 To avoid complexity in antenna structures, 
we go for low-profile antennas. The phased array antennas are the best 
option for satellite communications (SATCOM) applications. To maintain 
the satellite link continuously on the move, the steering of the antenna plays 
a major role.

7.1.1  ACTIVE PHASED ARRAY ANTENNA

Phased array antennas are widely used in the typical satellite communica-
tion applications to achieve narrow beamwidth. Communication on the 
move prefers this phased array to achieve continuous link, coverage, and 
efficient data transmission. Phased array antenna is a multiple-antenna 
system in which the radiation pattern can be reinforced in a particular 
direction and suppressed in undesired directions. The direction of phased 
array radiation can be electronically steered obviating the need for any 
mechanical rotation. These unique capabilities have found phased arrays 
a broad range of applications since the advent of this technology. Phased 
arrays have been traditionally used in military applications for several 
decades. Recent growth in civilian radar-based sensors and communica-
tion systems has drawn increasing interest in utilizing phased array tech-
nology for commercial applications. Phased array antennas are common in 
communications and radar and offer the benefit of far-field beam shaping 
and steering for specific, agile operational conditions. They are especially 
useful in modern adaptive radar systems where there is a trend toward active 
phased arrays and more advanced space–time adaptive signal processing. 
In phased arrays, all the antenna elements are excited simultaneously and 
the main beam of the array is steered by applying a progressive phase shift 
across the array aperture.

Phased array antennas1,8 have many features that would be beneficial 
for satellite communications on-the-move (SOTM). For example, the beam 
could be steered rapidly by electronically phase shifting the input signals 
(the so-called inertia-less beam), enabling the use of a high-speed scan 
without mechanical motion to estimate the pointing error. Alternatively, a 
multibeam phased array could also be configured to operate in a monopulse 
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mode. Unfortunately, phased array operation at Ka-band presents many 
technical difficulties. In particular, it is very difficult to share the physical 
aperture between transmit and receive signals because of the frequency 
separation between the uplink and downlink bands. This means the phased 
array antenna must be nearly twice the size of a conventional reflector, if it 
is to achieve the same system gain.

Other challenges are also introduced by use of a phased array, for 
example, ensuring that transmit and receive beams point in the same direc-
tion and proving that regulatory requirements, such as antenna side lobes, are 
satisfied for all possible pointing angles. The technical challenges of phased 
array operation at Ka-band make the conventional reflector antenna a more 
attractive solution. Reflector is used to convert the wide beam area to narrow 
which is fetching for satellite communication applications, especially when 
the vehicles are on the move.

7.1.2  ESTIMATING NOISE + POINTING ERROR

The pointing-error signal, no matter how derived, is required to steer the 
beam into the correct orientation from its current position. Thermal noise 
from the antenna and low-noise amplifier (LNA) will cause noise on the 
estimated pointing error, no matter which of the pointing-error estima-
tions techniques are adopted. Noise on the pointing-error estimate will 
induce errors in the control signal. The antenna control loops treats the 
noise as a “real” pointing error and will try to track it out, thus inducing 
a “real” pointing error. The antenna control loops can only track the 
noise at frequencies up to their loop bandwidths. Therefore, the antenna 
control loop acts effectively as a low-pass filter on the noise. Narrow-
band filtering of the beacon signal is normally required to increase the 
carrier–noise ratio well above the threshold required for estimation of 
the pointing error. Choosing the filter’s bandwidth is a compromise. It 
must be narrow enough to reduce noise to a tolerable level; yet, it must 
not be so narrow that it upsets the stability of the antenna control loop 
and excessively slows down the tracking response. The actual bandwidth 
required is a function of many system parameters, but values are likely to 
range from hundreds of Hertz to a few kilo-Hertz. Actual pointing error 
induced by noise on the output of the beacon signal processing is only one 
part of the total pointing-error budget. Control systems generally will also 
still use gyroscopes to correct for higher frequency motion that cannot 
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be corrected quickly enough by the control loop. The following diagram 
illustrates how beacon noise and gyro inaccuracies combine to result in a 
total pointing error (Fig. 7.1).

FIGURE 7.1  SATCOM on the move terminal. From Ref. [2].

7.1.3  SATELLITE-TRACKING MECHANISM

As antenna terminal’s steering plays major role in acquiring satellite 
link, initially phased array antenna was used in the system to eliminate 
mechanical motion and frequently consider electronic steering. This solu-
tion uses the combination of both electronic and mechanical steering. But 
there are some critical problems associated with this approach. To elimi-
nate these problems, a single parabolic reflector antenna and horn with 
combined waveguide feed are used. This antenna system provides both 
circular polarizations for the downlink as well as for the uplink frequency 
ranges in Ka-band.
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7.2  HYBRID BEAM STEERING

Hybrid beam steering3,5 is used in this phased array. For on-the-move (OTM) 
communications, it uses both electronically for elevation and mechanically 
for azimuth. This solution allows grouping the radiating elements by rows, 
defining a set of subarrays, each one controlled by a phase shifter device. 
The active phase array antenna will be mounted on a stabilized platform 
that allows dynamic compensation for roll, pitch, and yaw in “on-the-move” 
applications.

The antenna tracking system controls the beam pointing, electronically 
in elevation and mechanically in azimuth, to keep the satellite link active. 
Due to considerable distance between the transmitter and receiver Ka-bands, 
two different phased array systems have to be developed. However, the 
higher frequencies involved in Ka-band allow reducing antenna dimen-
sions and each phased array is optimized in terms of antenna and beam 
forming network design. The single radiating element is constituted by a 
couple of slot on a waveguide, opportunely oriented to generate a circular 
polarized field.

The antenna system is completed with a stabilized platform and an 
antenna tracking system (ATS). The stabilized platform is able to provide 
the required pointing angles stabilization with respect to the moving ground 
vehicle. The platform is made up by a fixed and a rotating part. The fixed 
part includes all the sensors needed to measure the attitude and the posi-
tion of the vehicle. The ATS collects the position and attitude information 
and then drives the mechanical and electrical axes to provide the required 
stabilization.

7.3  METHODOLOGY

There are two broad approaches for this system.

1.	 Open-loop approach
2.	 Closed-loop approach

In open-loop approach,2 the antenna is oriented toward the known posi-
tion of the geostationary satellite. This approach depends on the inertial 
movement of the vehicle on which antenna is placed. As vehicle is on the 
move, the antenna will reorient to current position to maintain the link with 
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the satellite. During this process, there is a chance of occurrence of pointing 
error. Pointing accuracy cannot be achieved within a fraction of degrees in 
this open loop system due to its dependence on inertial measurement system 
to steer the antenna.

In the closed-loop approach,2 the antenna tracks the satellite link 
by considering the strongest receiver signal or beacon signal from the 
satellite’s own transmission. To find the maximum signal strength, 
mechanical scanning of conventional reflector antenna across the sky is 
required. A deliberate pointing error is to be introduced to verify or check 
the maximum receiver signal strength. Due to this, the system responds 
too slowly for speedy vehicle movements. Instead, monopulse tracking 
system4 can be used to find the accuracy in finding the precise direction. 
This system has ability to estimate pointing error without any mechanical 
scanning and without deliberately mispointing. Dual feed method is used 
in this monopulse antennas; one feed generates normal radiation pattern 
of the antenna, while the other feed internally generates radiation pattern 
with a sharp notch along the bore sight. The output signals from two 
feeds are compared and antenna can be precisely pointed to eliminate 
pointing error.

The pointing error2 is generally less than 0.1° over a full elevation 
coverage, which indicates the perfect communication link even in demanding 
motion environment (Fig. 7.2).

FIGURE 7.2  Pointing-error magnitude.

0	 5	 10	 15	 20	 25	 30	 35	 40	 45	 50

Time (s)

M
ag

ni
tu

de
 (d

eg
)

0.2

0.15

0.1

0.05

0

Pointing Error Magnitude



Hybrid Beam Steerable Phased Array Antenna for SATCOM OTM	 81

SATCOM OTM terminal offers true mobility even under most 
demanding and severe OTM conditions. This system is also used for 
operation in other bands like C, X, and Ku bands6 by just replacing central 
feed, block up converter and low-noise block converter assembly, without 
disturbing reflector and system mechanics. Apart from these advantages, 
there are many challenges too. Because the platform is moving, the beacon 
signal used to generate the pointing error suffers with Doppler shift.2 The 
beacon frequency uncertainty is quite large. This is due to drift in the satel-
lite’s8 own local oscillator as well as the Doppler shifts caused by vehicle 
motion. The frequency offsets which occur can be eliminated internally by 
the system controller.

7.4  SYSTEM BENEFITS

Benefits of closed loop tracking: By using closed loop tracking, the pointing 
error results extremely small even during rapid vehicle motion.

Improved performance: In this system, highest G/T and best sensitivity 
of any SOTM design are achieved by using parabolic reflector.

Flexibility in operating multibands: It can be used for multiband 
operations by replacing whole RF section to allow for C, X, Ku as well as 
Ka band operations.

Apart from all the above benefits, the maintenance is reduced, and this 
kind of systems is easily configurable through a convenient software inter-
face and low system profile.

7.5  RESULTS

The simulation for phased array antenna is done in high-frequency 
structure simulator. As the steering angle increases, the gain of antenna 
is decreased by increasing the beamwidth. By steering the angles of the 
phased array antenna, the satellite link can be tracked and propagation 
link is also maintained even when the vehicle is moving. A slight pointing 
error is obtained by using OTM terminal which can be eliminated by 
manual steering. So, both electronic and mechanical steering is used in 
the methodology (Figs. 7.3 and 7.4).



82	 Electronics and Communications Engineering
A

zi
m

ut
ha

l a
nd

 e
le

va
tio

n 
st

ee
ri

ng
 a

ng
le

s
C

yl
in

dr
ic

al
 r

ad
ia

tio
n 

pa
tt

er
n 

re
pr

es
en

ta
tio

n
Sp

he
ri

ca
l r

ad
ia

tio
n 

pa
tt

er
n 

re
pr

es
en

ta
tio

n
R

es
ul

ts

Ө
 =

 4
5°

, Φ
 =

 4
5°

G
ai

n 
= 

18
.6

4 
dB

 F
irs

t s
id

e 
lo

be
 le

ve
l i

s a
t 1

2.
93

 d
B

 
B

ea
m

w
id

th
 is

 6
3.

9°

Ө
 =

 2
5°

, Φ
 =

 2
5°

G
ai

n 
= 

19
.5

5 
dB

  
Fi

rs
t s

id
e 

lo
be

 le
ve

l a
t 

13
.3

9 
dB

  
B

ea
m

w
id

th
 is

 5
7.

97
7°

Ө
 =

5°

Φ
 =

 5
°

G
ai

n 
= 

19
.9

8 
dB

 
Fi

rs
t s

id
e 

lo
be

 le
ve

l a
t, 

12
.9

3 
dB

 
B

ea
m

w
id

th
 is

 5
0°

FI
G

U
R

E 
7.

3 
(S

ee
 c

ol
or

 in
se

rt
.)

 P
ha

se
d 

ar
ra

y 
an

te
nn

a 
w

ith
 d

iff
er

en
t s

te
er

in
g 

an
gl

es
. A

da
pt

ed
 fr

om
 R

ef
. [

8]
.



Hybrid Beam Steerable Phased Array Antenna for SATCOM OTM	 83
Pl

an
e 

or
ie

nt
at

io
n

R
ep

re
se

nt
at

io
n 

of
 th

e 
pl

an
e 

or
ie

nt
at

io
n

R
ad

ia
tio

n 
pa

tt
er

n 
re

pr
es

en
ta

tio
n

R
es

ul
ts

Pl
an

e 
at

 a
n 

an
gl

e 
30

° 
w

ith
 X

Y 
pl

an
e 

al
on

g 
X 

ax
is

N
o 

ch
an

ge
 in

 g
ai

n,
 

si
de

 lo
be

 le
ve

ls
, 

an
d 

al
so

 b
ea

m
w

id
th

Pl
an

e 
at

 a
n 

an
gl

e 
30

° 
w

ith
 X

Y 
pl

an
e 

al
on

g 
X 

ax
is

N
o 

ch
an

ge
 in

 g
ai

n,
 

si
de

 lo
be

 le
ve

ls
, 

an
d 

al
so

 b
ea

m
w

id
th

FI
G

U
R

E 
7.

4 
(S

ee
 c

ol
or

 in
se

rt
.)

 T
he

 ra
di

at
io

n 
pa

tte
rn

 o
f p

ha
se

d 
ar

ra
y 

an
te

nn
a 

fo
r d

iff
er

en
t s

te
er

in
g 

an
gl

es
. A

da
pt

ed
 fr

om
 R

ef
. [

8]
.



84	 Electronics and Communications Engineering

ACKNOWLEDGMENTS

I acknowledge the Department of Science and Technology (DST), Govern-
ment of India, for providing financial support to carry out research activities 
in Hyderabad Institute of Technology and Management, Hyderabad, India. 
I also acknowledge the management and the Principal Dr. SVS Rama 
Krishnam Raju of Hyderabad Institute of Technology and Management for 
the support and motivation to present this chapter.

KEYWORDS

•• satellite applications

•• low-profile antennas

•• thermal noise

•• satellite communications

•• beamwidth

•• phased arrays

•• antenna tracking system

REFERENCES

1.	 Hansen, R. C. Phased Array Antennas; John Wiley & Sons, Inc.: Hoboken, NJ, 2009.
2.	 Luo, Q.; et al. In Antenna Array Elements for Ka-Band Satellite Communication on 

the Move. Antennas and Propagation Conference (LAPC), 2013; IEEE: Loughborough, 
2013.

3.	 Jung, Y.-B.; Shishlov, A. V.; Park, S.-O. Cassegrain Antenna with Hybrid Beam Steering 
Scheme for Mobile Satellite Communications. IEEE Trans. Antennas Propag. 2009, 57 
(5), 1367–1372.

4.	 Goopta, R. S.; et al. In Design of a Circular Polarization Array Antenna Using Triple 
Feed Structure. 9th International Forum on Strategic Technology (IFOST), 2014; IEEE, 
2014.

5.	 Kaur, A. Electronically Steerable Planer Phased Array Antenna. Int. J. Eng. Trends 
Technol. 2012, 3 (6), 708–709.

6.	 Gatti, R. V.; et al. In Flat Array Antenna for Ku-Band Mobile Satellite Terminals. 
Proceedings of the 5th European Conference on Antennas and Propagation (EUCAP); 
IEEE, 2011.



Hybrid Beam Steerable Phased Array Antenna for SATCOM OTM	 85

7.	 Tripodi, M.; et al. In Ka Band Active Phased Array Antenna System for Satellite 
Communication on the Move Terminal. Proceedings of the 5th European Conference on 
Antennas and Propagation (EUCAP); 2011.

8.	 Mailloux, R. J.; Books, I. Phased Array Antenna Handbook; Artech House: Norwood, 
MA, 2005.



http://taylorandfrancis.com


SUPERSTRATE-LOADED SQUARE-
PATCH ANTENNA ANALYSIS

V. SAIDULU*

Department of ECE, MGIT, Hyderabad 500075, Telangana, India

*Corresponding author. E-mail: saiduluvadtya@gmail.com

CHAPTER 8

ABSTRACT

This paper describes the effect of the superstrates on the performance 
characteristics of square patch microstrip antenna without and loaded with 
dielectric superstrates. It is found that there is a degradation in the perfor-
mance of the antenna when the superstrate is touching the patch antenna, 
that is, its height above the patch antenna (H) = 0 mm. Further, it is also 
observed that the degraded performance characteristics of the patch antenna 
can be improved by placing the superstrates at optimum height (H) = Hopt.
The microstrip patch antenna without dielectric superstrate has an imped-
ance bandwidth of 0.041GHz (SWR ≤ 2) at 2.40 GHz, gain is 8.90 dB, and 
return loss is −23.00 dB. When the superstrate is placed touching the patch 
antenna, the resonant frequency is reduced to 2.35 GHz from 2.40 GHz and 
bandwidth is reduced 0.032 GHz (SWR ≤ 2) at 2.35 GHz, gain is decreased 
by about 3.37% (0.3 dB) for ∈r = 2.2 to 28% (2.5 dB) for ∈r = 10.2. As the 
height of the superstrate is increased, the performance of the patch antenna 
improves, and at a particular optimum height, the gain and band width for 
all the superstrates will be closer to the free space radiation conditions of 
the patch antenna without superstate. But the resonant frequency decreases 
with increase in ∈r2. There is a good agreement between simulated and 
measured results.
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8.1  INTRODUCTION

Square-patch antenna employed for various applications like aircraft, 
spacecraft, satellite, and missile, where size, weight, cost, and aerodynamic 
profile are constraints. This chapter presents the effect of the superstrate on 
the characteristics of square-patch antenna. The schematic diagram of the 
patch antenna loaded with superstrate is shown in Figure 8.1.

FIGURE 8.1  The schematic of a patch antenna loaded with a superstrate at height (H) 
above the patch (side view).

The dielectric superstrates of different dielectric constants are used to 
study the effect on the performance of the patch antenna. The height of the 
superstrate is varied and the effect of the height is investigated. The simu-
lation method using high-frequency structure simulator (HFSS), version 
13.0, is employed to obtain the simulated results of performance charac-
teristics without superstrate and loaded with superstrates as a function of 
dielectric constant and height of the superstrate. HFSS is used due to their 
simplicity and they make the design easy.1–15 The experimental results are 
obtained with the help of Precision Network Analyzer (Agilent E8363B) 
and anechoic chamber.

8.2  SPECIFICATIONS

The dielectric constants, loss tangents, and thicknesses of the dielectric 
materials used in the investigations are given in Tables 8.1 and 8.2. Dielectric 



Superstrate-Loaded Square-Patch Antenna Analysis	 89

substrate of appropriate thickness and loss tangent is chosen for designing 
the square microstrip patch antennas (MPAs). A thicker substrate is mechani-
cally strong with improved impedance bandwidth and gain. However, it also 
increases weight and surface wave losses. The dielectric constant (∈r) plays 
an important role similar to that of the thickness of the substrate. A low value 
of ∈r for the substrate will increase the fringing field of the patch and thus 
the radiated power. A high loss tangent (tan δ) increases the dielectric loss 
and therefore reduces the antenna performance. The low dielectric constant 
materials increase efficiency, bandwidth, and radiation.2–3,5–6,8,12–14

Keeping these aspects in mind, the square MPAs are fabricated on Arlon 
DiClad 880 dielectric substrate, whose dielectric constant (∈r1) is 2.2, loss 
tangent (tan δ) is 0.0009, thickness (h1) is 1.6 mm, and which has appropriate 
substrate dimensions.

TABLE 8.1  Specification of Dielectric Substrate (∈r1) Material Used in the Design of Patch 
Antenna.

Substrate material Dielectric constant 
(∈r1)

Loss tangent  
(tan δ)

Thickness of the 
substrate (h1)(mm)

Arlon DiClad 880 2.2 0.0009 1.6

TABLE 8.2  Specification of Dielectric Superstrate (∈r2) Materials Used to Study the Effect 
of the Superstrate on the Performance of the Antenna.

Superstrate materials Dielectric 
constant (∈r2)

Loss tangent  
(tan δ)

Thickness of the 
superstrates (h2) (mm)

Arlon DiClad 880 2.2 0.0009 1.6
Arlon AD 320 3.2 0.003 3.2
FR4 4.8 0.02 1.6
Arlon AD 1000 10.2 0.0035 0.8

8.3  DESIGN OF SQUARE-PATCH ANTENNA AND THEIR 
GEOMETRY

Square microstrip patch antenna is formulated using the transmission line 
model and designed at the center frequency of 2.4 GHz on Arlon DiClad 880 
substrate (∈r1 = 2.2, h1 = 1.6 mm). The designed dimensions of square-patch 
antennas are given in Table 8.3. The patch antennas are fed with coaxial 
probe feed at a point where the input impedance of the patch is 50 Ω.
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TABLE 8.3  The Measured Dimensions of the Square-patch Antenna (in mm).

Wp Lp FX,FY

40.30 40.30 10.0

The location coordinates (FX, FY) are found by simulation. The geom-
etries of the square-patch antennas are shown in Figure 8.2. In the geometry 
shown, Wp is the patch width, Lp is the patch length, and (FX, FY) are the 
coordinates of the feed point.

FIGURE 8.2  (See color insert.) Geometry of square-patch antenna (top view).

8.4  SIMULATED AND EXPERIMENTAL RESULTS

The performance characteristics of the square-patch antenna are evaluated 
without dielectric superstrate using commercial electromagnetic software 
such as HFSS, version 13.0. Then, the change in performance of the antenna 
is studied with dielectric superstrate of dielectric materials as mentioned in 
Table 8.2. The effect of the height of the superstrate above the patch (H) 
is also studied by simulation. The height at which the performance of the 
patch is optimum is also found by simulation using HFSS version 13.0. 
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The measurements were carried out by using Precision Network Analyzer 
(Agilent E8364B) to measure the return loss voltage standing wave ratio 
(VSWR), center frequency, and bandwidth and Anechoic chamber to 
measure the radiation characteristics. The antenna under test (patch antenna 
with and without dielectric superstrate) is used as receiving antenna and the 
transmitting antenna is a pyramidal horn antenna (0.5–6 GHz). The antenna 
measurements were carried out in Anechoic chamber having dimensions 
(30 × 20 × 15 ft). The distance between transmitting and receiving antenna 
is kept as 5.3 m. The radiation pattern measurements were carried out at 
2.4 GHz.

8.5  RESULTS AND DISCUSSION

8.5.1  RESULT OF SQUARE-PATCH ANTENNA WITHOUT 
SUPERSTRATE

The simulated and measured results of return loss and radiation patterns in 
E-plane and H-plane for the square-patch antenna under free-space radiation 
conditions, that is, without superstrate, are shown in Figures 8.3 and 8.4.

FIGURE 8.3  Comparison of measured and simulated results of return loss for square microstrip 
patch antenna without dielectric superstrate ∈r1 = 2.2 (free-space radiation conditions).
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From Figure 8.4, it can be observed that there is a good agreement 
between simulated and measured results.5 The resonant frequency is 2.40 
GHz, same as the design frequency, the bandwidth is 0.041 GHz (VSWR 
≤ 2), and the gain is 8.90 dB in both cases.

(a) (b)

FIGURE 8.4  Comparison of measured and simulated results of radiation patterns for 
square microstrip patch antenna in (a) E-plane and (b) H-plane for ∈r1 = 2.2 without dielectric 
superstrate (free-space radiation conditions) at 2.40 GHz.

Radiation pattern simulation and measurements are carried out at the 
center frequency for the case under consideration.5 The center frequency is 
found from return-loss measurements.

For free-space radiation conditions, that is, without superstrate, the 
center frequency is occurring at 2.40 GHz, and hence, the radiation pattern 
simulation and measurements are carried out at this frequency, that is, at 
2.40 GHz.

Figure 8.5 shows the axial ratio versus frequency plot. The axial ratio is 
>50 dB (AR > 100) over the operating frequencies (2.35–2.45 GHz). This 
indicates that the square-patch antenna produces linear polarization. There is 
a good agreement between simulated and measured results.

8.5.2  RESULT OF SQUARE-PATCH ANTENNA WITH 
DIELECTRIC SUPERSTRATES

The simulation for various dielectric superstrates as a function of height 
(H) on the performance characteristics of square MPA has been carried 
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out as mentioned in Table 8.4 shows overall comparison of simulated and 
measured results of resonant frequency, return loss, bandwidth, gain, and 
VSWR of square microstrip patch antenna without superstrate and loaded 
with superstrates. The simulated results indicate that the behavior of a square 
MPA is similar to that of the rectangular MPA, when loaded with a dielectric 
superstrate. The optimum height is found to be same in both cases for super-
strate of a particular dielectric constant. Measurements have been carried 
out for various dielectric superstrate ∈r2 = 2.2, 3.2, 4.8, 10.2. Typical case is 
∈r2 = 2.2; results are discussed below.

Superstrate with ∈r2 = 2.2 and h2 = 1.6 mm.

The effect of the superstrate having ∈r2 = 2.2, h2 = 1.6 mm on the perfor-
mance characteristics of the square patch is evaluated using simulation and 
measurements.

The simulation and measurements are carried out for H = 0, and H = 
Hopt. The simulated and measured results are shown in Figures 8.6–8.9. 
The plot of return loss as a function of frequency is shown in Figures 8.6 
and 8.7. The plot of radiation patterns is shown in Figures 8.8 and 8.9. The 
radiation patterns are measured at the resonant frequency for the case under 
consideration. It is found that there is a good agreement between simulated 
and measured results.

FIGURE 8.5  Comparison of measured and simulated results of axial ratio versus frequency 
plot for square-patch antenna without dielectric superstrate ∈r2 = 2.2 (free-space radiation 
conditions).
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FIGURE 8.6  Comparison of measured and simulated results of return loss for square-patch 
antenna loaded with a dielectric superstrate ∈r2 = 2.2, h2 = 1.6 mm) for H = 0.

FIGURE 8.7  Comparison of measured and simulated results of return loss for square-patch 
antenna loaded with a dielectric superstrate ∈r2 = 2.2, h2 = 1.6 mm) for H = Hopt at 21.07 mm.

For H = 0, the center frequency is occurring at 2.35 GHz and hence 
the radiation pattern simulation and measurements are carried out at 2.35 
GHz. For H = Hopt, the center frequency is occurring at 2.40 GHz and 
hence the radiation pattern simulation and measurements are carried out 
at 2.40 GHz.

When the superstrate is touching the patch antenna (H = 0), the measured 
values of fr, bandwidth, and gain are observed to deteriorate as found in the 
case of simulation. The resonant frequency is decreased to 2.35 GHz, the 
bandwidth is decreased to 0.032 GHz, and gain is decreased to 8.60 dB.
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(a) Φ = 0°, H = 0 (b) Φ = 0°, H = Hopt

FIGURE 8.8  Measured and simulated radiation patterns of square-patch antenna in E-plane 
for ∈r2 = 2.2, Φ = 0°: (a) H = 0, fr = 2.35 GHz and (b) H = Hopt, fr = 2.40 GHz.

(a) θ = 90°, H = 0 (b) θ = 90°, H = Hopt

FIGURE 8.9  Measured and simulated radiation patterns of square-patch antenna in H-plane 
for ∈r2 = 2.2, θ = 90°: (a) H = 0, fr 2.35 GHz and (b) H = Hopt, fr 2.40 GHz.

When the superstrate is kept at H = Hopt = 21.07 mm, the fr, bandwidth, 
and gain are found to improve. Both simulation and measurements have 
been carried out for H = Hopt and they are found to be in good agreement. 
The measured values of resonant frequency are 2.40 GHz, the bandwidth is 
0.042 GHz, and gain is 8.70 dB.
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As compared to free-space radiation conditions, for H = 0, the resonant 
frequency ( fr) is 2.35 GHz (2.08% less), bandwidth is 0.032 GHz (21.95% 
less), and gain is 8.60 dB (3.37% less). For H = Hopt = 21.07 mm, the reso-
nant frequency ( fr) is 2.40 GHz (same as without superstrate), bandwidth is 
0.042 GHz (2.43% more), and gain is 8.70 dB (2.24% less). Hence, it can be 
concluded that when H = Hopt = 21.07 mm, the performance characteristics 
will be closer to the values measured under free-space radiation conditions. 
The effect of the superstrate (∈r2 = 2.2) is found to be negligible on the 
axial ratio for all heights. The overall comparison of simulated and measured 
results of resonant frequency, return loss, bandwidth, gain, and VSWR of 
square microstrip patch antenna without superstrate and loaded with super-
strates is shown in Table 8.4.

8.6  CONCLUSIONS

Square microstrip patch antenna has been designed and fabricated at 2.4 
GHz with Airlon DiClad 880 substrate having ∈r1 = 2.2. The effect of the 
superstrate with different dielectric materials having ∈r2 = 2.2, 3.2, 4.8, and 
10.2 has been investigated. The simulation and measurements have been 
carried out for studying the effect of superstrates on various parameters like 
resonant frequency, bandwidth, gain, and return loss. It has been observed 
that there is a degradation in the performance of the antenna when the 
superstrate is touching the patch antenna (H = 0). The center frequency is 
decreased to 2.35 GHz from 2.4 GHz (2.08%), bandwidth is decreased to 
0.032 GHz from 0.041 GHz (21.90%), and gain is decreased to 8.60 dB from 
8.90 dB (3.37%) for ∈r2 = 2.2. As height of the superstrate is increased the 
performance of patch antenna improves at the optimum height (Hopt). The 
center frequency is 2.40 GHz (same as without superstrate), bandwidth is 
0.042 GHz, and gain is 8.70 dB for ∈r2 = 2.2, which is closer to free-space 
radiation conditions of the patch antenna without superstrate. Similarly for 
other dielectric constants of the superstrate the result is shown in Table 8.4. 
But the resonant frequency decreases as dielectric constant of the superstrate 
(∈r2) increases. The simulated and measured results are in good agreement.
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CHAPTER 9

ABSTRACT

Generalized frequency division multiplexing (GFDM) is a nonorthogonal 
multicarrier multiplexing scheme. GFDM is new physical level modulation 
scheme aimed at replacing the orthogonal frequency division multiplexing 
modulation scheme, thus providing better and alternative approach, to 
be implemented in upcoming higher versions of wireless communica-
tion systems such as 5G. The software used for implementing GFDM is 
LabVIEW. LabVIEW is system design platform environment that supports 
graphical programming and also has easy interface with real-time devices. 
In this paper, the main aim is to design a complete transceiver model, and 
check both transmitter receiver constellations. The proposed system design 
performance is checked by transmitting and receiving text message under 
different additive white Gaussian noise environment.

9.1  INTRODUCTION

5G refers to one of the major phase changes in the mobile telecommunication 
standards which goes beyond 4G or long-term evolution (LTE) advanced. It 
aims at providing better data rates, more coverage, and enhanced signaling 
efficiency at much improved latency. However, the main problem is that 
present generation techniques and methods won’t be sufficient enough to 
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achieve the desired characteristics. The scenarios foreseen for future fifth-
generation (5G) networks have requirements that clearly go beyond higher 
data rates which are being used at present in 3G or 4G. The main scenarios 
for 5G networks are machine-type communication, tactile Internet, and 
wireless regional area network, while classical bit pipe communication is 
still considered an important application.

Generalized frequency division multiplexing (GFDM) is basically a phys-
ical (PHY) layer concept taken as a replacement for the existing PHY layer 
technique called as orthogonal frequency division multiplexing (OFDM). 
OFDM cannot be used in future generation system due to its synchroniza-
tion requirements to maintain the orthogonality at the transceiver and high 
peak-to-average power ratio requirements. Furthermore, it is not suitable for 
higher generation systems because of its spectral leakage and out of band 
emissions. Also, using OFDM, it is not possible to attain the high data rates 
and bandwidth that are necessary for 5G.

The major requirements for 5G are as follows:

•	 Data rates up to 1 GB/s.
•	 Better spectrum utilization.
•	 Reduced latency in comparison to LTE.
•	 Better synchronization with IoT devices.

The following contains a brief review of literature regarding implemen-
tation of GFDM. 5G demands for higher data rates that exceed the present 
generation capabilities of low power consumption and many other factors; 
thus, they proposed new PHY layer technique, referred to as GFDM, to meet 
the above requirements and thereby giving the principles of GFDM.1

Cognitive radio system requires techniques that have low out of band 
emission. They felt that OFDM is not that suitable as it doesn’t reduce 
the out of band emission to the extent required. However, they found a 
technique called GFDM which can be used as a replacement for OFDM. 
Thus, they studied this technique performance and compared with existing 
OFDM.2

GFDM can be seen as generalization of traditional OFDM. Thus, this 
scheme can be implemented with less computational effort using fast 
Fourier/inverse Fourier transform (FFT/IFFT) algorithm.3

Due to the presence of nonorthogonal carriers in GFDM, the signal can 
be distorted and effected because of intersymbol interference and intercarrier 
interference. Thus, they discovered that a small addition of orthogonality 
could increase the overall performance of the GFDM.4
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GFDM is a generalized digital multicarrier transceiver concept. 
According to them, GFDM is a digitally implemented traditional filter bank 
multibranch multicarrier concept which doesn’t need synchronization due 
to nonorthogonality of carriers and low out of band emissions, thus making 
suitable for higher generation cellular communication systems.5 Meyer func-
tion can be represented as root raised cosine (RRC) filter when the fractional 
excess bandwidth is taken above by one-third. Thus, the Meyer function can 
be used as RRC filter in the software simulation process.6

The goal of the chapter is to implement GFDM successfully on system 
design platform environment known as LabVIEW. LabVIEW is a graphical 
programming language which can be easily interfaced with real-time devices 
and also allow programming using mathscript and other languages like C. 
Thus in short, the aim of this chapter is to implement GFDM in LabVIEW 
and check its performance characteristics. The rest of the chapter is organized 
as follows: The general block diagram and mathematical representation of 
GFDM transmitter and receiver is presented in Section 9.2. Results of the 
proposed system and its performance are discussed in Section 9.3, followed 
by conclusion and future work in Section 9.4.

9.2  SYSTEM MODEL

The generic block diagram of GFDM is as shown in Figure 9.1.

FIGURE 9.1  Block diagram of GFDM transceiver as in Ref. [1].

9.2.1  TRANSMITTER

GFDM is a multicarrier modulation scheme that has been introduced by 
Fettweis.5 Figure 9.2 depicts the block diagram of the GFDM transmitter. 
The input random bits in the form of data streams are fed to K independent 
mappers. Each mapper converts a block of log2(J) bits into a data symbol 
that can be transmitted in K separate subcarriers. Different order and even 
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different modulation schemes can be used for different streams as the 
mappers used are mutually exclusive from one another. In a GFDM, M data 
symbols are transmitted within the same subcarrier using M time slots.

The modulator function is explained in detail using Figure 9.2.

FIGURE 9.2  GFDM modulator as in Ref. [1].

As it can be seen through Figure 9.2, the data symbols are distributed 
across K active subcarriers. These data symbols within each subcarrier are 
further distributed across M active subsymbols and each subcarrier is pulse 
shaped using a RRC filter whose filter coefficients are denoted by ˜gTx[n] and 
are then modulated with a subcarrier center frequency ej2_n = N. Each symbol 
is sampled N times which should be greater than or equal to the total number 
of subcarriers, that is, total of MN samples per subcarrier, which is required 
to satisfy the Nyquist criterion.

Thus, the transmitted signal will be given by as in Ref. [2].

	 [ ] ( ) [ ]
1 0

2

0 0

M K
j n N

k Tx
m k

x n d m g n mN e π
− =

= =

= −∑∑ 	 (9.1)

Note that the filter gTx[n] is considered as circular with a period of n 
mod mN so as to reduce the guard time interval, thereby contributing it to 
better spectrum utilization. This method is known as tail biting mechanism 
in which with the use of circular convolution, the last mN samples are shifted 
to first mN positions.

In vector form, it can be represented as

	 x = Ad	 (9.2)

where A denotes an NM–KM modulation matrix. The matrix contains the 
responses of the pulse shaping filter for all possible time and frequency shifts. 
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However, it can be seen that the computations required using a matrix or 
vector form are very high, thus making it very complex to implement. But 
one of the easiest ways to implement GFDM in real time without hefty calcu-
lations is use of FFT/IFFT algorithm similarly to that used in OFDM. Thus, 
the transmitted signal in Equation (9.1) can be represented as in Ref. [1].

	 [ ] [ ] [ ]( ) [ ] 2j n N
k k Txx n d m n mN g n e πδ = − ×  	 (9.3)

where xk denotes the transmit signal of the kth subcarrier. The modulation 
of an individual subcarrier in (9.3) can be broken down to the convolution 
of a Dirac pulse train (dk[m]δ[n − mN]) with a filter response gTx[n] and a 
subsequent multiplication with a complex valued oscillation ej2πn/N.

It can be easily solved when done in frequency domain. However, since 
each subcarrier carries M subsymbols, there exists a possibility of symbols 
overlapping with each other which leads to intersymbol interference. Also, 
the pulse-shaping filter used is not rectangular; thereby, the subcarriers are not 
orthogonal anymore as they are in the case of OFDM, thus causing intercarrier 
interference. Nonorthogonality of subcarrier results in both merits and demerits 
of its own as nonorthogonality results in less synchronization but makes it 
vulnerable at receiver side due to incorrect reception of data. Thus to overcome 
this demerit, cyclic prefix (CP) is used. CP concept is similar to that of OFDM 
in which the last X input bits are copied and placed in the header to the front. 
However, header reduces interframe interference and it is not required between 
every time slot; rather, it is used only in between frames, thus reducing the 
header overload. Thus, the GFDM signal is ready for transmission.

However, assume the channel to be additive white Gaussian noise 
(AWGN) and add noise coefficients to it with a constant Eb/N0.

The GFDM signal can be received and the original signal can be recon-
structed by various methods like zero-forcing receiver or matched filter, etc. 
One of the best methods using will be the use of matched filter. The system 
parameters considered for simulation are shown in Table 9.1.

TABLE 9.1  Specifications of the GFDM System Implemented.

Parameter Value
Number of subsymbols per subcarrier 16
Number of subcarriers 32
Number of samples 64
Modulation scheme used 16-QAM
Cyclic prefix length 16 bits
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9.2.2  RECEIVER

As specified in Section 9.2.1, the signal can be reconstructed using one of 
many methods. Here, matched filter is used as receiver in which K parallel 
receivers are used. Each of these receivers can be considered as a correlator 
receiver as shown in Figure 9.3. The received GFDM signal first goes through 
a CP remover. After removing CP, the whole process is reverse engineered 
using matched filter concept in which the received signal in frequency 
domain is multiplied with matched coefficient of root raise cosine filter per 
subcarrier in same circular convoluted manner as that in the transmitter to 
get J-QAM signals. These QAM symbols are then soft mapped which are 
further remapped into corresponding random bits. The constellation and 
remaining parameters of remapped bits are compared with the transmitter 
constellation with the corresponding parameters (Figs. 9.4–9.6).

FIGURE 9.3  GFDM demodulator as in Ref. [1].

FIGURE 9.4  GFDM performance analysis for Eb/N0 = 1 dB.
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FIGURE 9.5  GFDM performance analysis for Eb/N0 = 3 dB.

FIGURE 9.6  GFDM performance analysis for Eb/N0 = 7 dB.

9.3  RESULTS

The performance of the implemented GFDM is observed by taking the 
different Eb/N0 values and checking the corresponding constellations, GFDM 
signal before and after affected by AWGN noise, and their respective spec-
trum. The performance analysis is actually done by transmitting a constant 
text message using GFDM for different Eb/N0 values and comparing it with 
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the received text message. It has been observed that for the value of Eb/N0 
equal to 1 dB, the signal is totally unrecoverable but when Eb/N0 is equal to 
3 dB, the constellation of the symbol is not recoverable but sometimes text 
message is recovered fully and sometimes partially as it depends upon the 
soft remapping of QAM symbols. Thus, it can be said that up to 3 dB AWGN 
Gaussian noise, the signal cannot be recovered back. But as it can be seen 
when Eb/N0 reaches the values of 7 dB, the signal is reached; the signal is 
recoverable along with the text message and also the received symbols and 
the corresponding spectrum, whereas in case of 9 dB Eb/N0 value which is 
rather a very high value, the whole signal along with perfect constellation 
and text message is attained back (Fig. 9.7).

FIGURE 9.7  GFDM performance analysis for Eb/N0 = 9 dB.

9.4  CONCLUSION AND FUTURE WORK

In this chapter, GFDM transceiver is implemented using LabVIEW in which 
the AWGN noise effect is taken on the account; on the basis of different 
values of Eb = N0, the text message received is compared with the text 
transmitted. It has been noticed that at the lower values of Eb = N0, that is, 
in the range less than 3 dB, the effect of noise is dominant on the signal and 
signal cannot be recovered back under any circumstances. But as the Eb = N0 
value increases gradually, it has been noticed that the signal can be received 
partially with slight mismatch of text in the range of 3–7 dB, given that the 
equalization is not taken into account. However, the signal can be recovered 
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without any error for the Eb = N0 values greater than or equal to 7 dB even 
without equalization. In the future, this work will be extended to real-time 
devices using USRP RIO SDR device and also channel estimation will be 
carried out along with the equalization at the receiver to give a working 
prototype of GFDM at some particular frequency.
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CHAPTER 10

ABSTRACT

We studied the massive multiple-input multiple-output system performance 
with N-antenna users, as the advantage of N streams can be multiplexed 
per user, increasing the channel estimation overhead linearly with N. 
Spectral efficiency (SE) of uplink and downlink expressions are derived 
for any N-antenna user and these are achievable using estimated channels 
and per-user basis minimum mean-squared error successive interference 
cancellation (MMSE-SIC) detectors. This analysis shows that MMSE-SIC 
has similar asymptotic SE as linear MMSE detectors indicating that the 
SE increase from having multiantenna users can be harvested using linear 
detectors. Also we generalize the power scaling laws for massive MIMO 
to handle arbitrary N and show that one can reduce the multiplication of 
the pilot power and payload power as 1/M where M is the number of base 
station antennas, and still notably increase the SE with M before reaching 
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a non-zero asymptotic limit. Simulations show that SE increase with 
N-antenna users, also note that the same improvement can be achieved by 
serving N times more single-antenna users instead. Thus the additional user 
antennas are particular useful for SE improvements when there are few 
active users in the system.

10.1  INTRODUCTION

One of the attractive huge research interests from last few years in wireless 
multiuser communication technologies is massive multiple-input multiple-
output (MIMO) system. By utilizing hundreds of antennas at the base station 
(BS) and serving tens of users in each cell simultaneously, a drastic increase 
in SE can be achieved and simple coherent linear processing techniques.1–3 
Hence, massive MIMO is one of the key technologies for the next-generation 
wireless communication networks.

Literature of massive MIMO focuses only on single-antenna user 
terminals;1–3 however, contemporary user terminals already feature multiple 
antennas to enhance the SE of the networks as well as the users.4 Therefore, 
many devices, for example, laptops and vehicles, have moderate physical 
sizes; the deployment of 5 or 10 antennas per device is highly realistic, 
particularly for systems that operate at millimeter wave frequencies.5 It is 
necessary to evaluate the performance analysis for massive MIMO systems 
with multi-antenna users, how the additional antennas should be useful for 
increasing the SE.

In addition, capacity analysis has been investigated for small-scale 
MIMO systems with multi-antenna users, but mainly with perfect channel 
state information6,7 (CSI) and imperfect CSI in point-to-point and multiple 
access MIMO system8–10 but no large system analysis is provided for the 
study of massive MIMO system behavior. A fixed CSI11 analysis claimed 
that it is better to serve many single-antenna users than fewer multi-antenna 
users.

In this chapter, we analyze the SE of a massive MIMO system with 
estimated CSI and any number of antennas each per user. Lower bounds on 
the sum capacity are derived for uplink and downlink, which are achievable 
by per-user basis MMSE-SIC detectors and only uplink pilots. This analysis 
shows that users equipping with multiple antennas can greatly enhance the 
SE, particularly in lightly loaded systems where there are very few users 
to exploit the full multiplexing capability of massive MIMO with single 
antenna (N = 1) and the benefits can harvested by linear processing.
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10.2  SYSTEM MODEL

We consider a single-cell system in time division duplex mode where the 
BS has M antennas and serves k users within each time-frequency coherence 
block. Each user is equipped with N antennas. We assume that each coher-
ence block contains S transmission symbols and the channels of all users 
remain unchanged within each block.

Let Gk ∈ ℂM×N denote the channel response from user k to the BS within 
a coherence block. The fading can be spatially correlated, due to insufficient 
spacing between antennas and insufficient scattering in the channel. We use 
the classical Kronecker model to describe the spatial correlation12

	 1/2 1/2
, , ,k r k w k t kG R G R= 	 (10.1)

where entries of Gw,k ∈ ℂM×N follow independent and identically distributed 
(i.i.d.) zero-mean circularly symmetric complex Gaussian distributions. 
Gt,k  ∈  ℂN×N represents the spatial correlation at user k and Gr,k  ∈  ℂM×M 
describes the spatial correlation at the BS for the link to user k. The large-scale 
fading parameter is included in Rr,k and can be extracted as (1/M) tr (Rr,k). Let 

,
H

r k k k kR U U= Λ  be the eigenvalues decomposition of Rr,k and Uk ∈ ℂN×N is a 
unitary matrix and Λk = diag {λk,1…,λk,N} contains the eigenvalues.

10.2.1  UPLINK CHANNEL ESTIMATION

During the uplink pilot signaling, B = Nk orthogonal pilot sequences are 
needed to estimate all channel dimensions at the BS. The pilot matrix of user 
k is Fk ∈ ℂN×B. Suppose each user only knows its own statistical CSI; Rt,k then 
based on Ref. [13] the pilot matrix that minimizes the mean square error of 
channel estimation under the pilot energy constraint ( )tr H

k k kF F BP≤  has 
the form of 1/2 T

k kk kF U L V=  where Pk is the maximum transmit power of 
user k, Lk = diag {lk,1…,lk,N} distributes this power among the N channel 
dimensions, and Vk ∈ ℂB×N satisfies H

k k NV V BI=  and 0H
k lV V =  if k ≠ l. Thus, 

the received signal at BS is

	 1/2

1 1

M
K K

T
k k

k

B
k k k

k
Y G F N H D V N

= =

×∈= + = +∑ ∑  	 (10.2)

where we define 1/2
, , ,k r k w k t kH R G U=  and Dk = ΛkLk with dk,i being its ith 

diagonal element. N is the receiver noise that follows vec (N) ~ CN(0,σ2IBM) 
where vec(·) is the vectorization operator. Assume that the BS knows the 
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statistical information Dk; then from Ref. [13], the MMSE estimate of 

( )ˆ veck kh H=  is

	 ( ) ( )
12

1/2
, , MNk̂ k r k k r k kh D R D R I bB

σ
−

 
  
 

= ⊗ ⊗ + 	 (10.3)

where ( )( ) ( )( )* 1/2 *1 1vec veck k k k k kBb Y V H D B NV= = +  and ⊗ denotes 

the Kronecker product. Let ,k̂ ih  be the ith column of ˆ
kH , then

	 { } ,
, ,

,ˆ ˆ
0,

k iH
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i jE h h i j
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

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=

≠
	 (10.4)

where

	
12

, , , , ,k i k i r k k i M r kd R d I RB
σ

−
 
  
 

Φ = +

10.2.2  UPLINK ACHIEVABLE SPECTRAL EFFICIENCY

When the receiving BS knows the perfect CSI of all users while each trans-
mitter has only its own statistical CSI, the precoding directions of each user 
which maximize the sum capacity coincide with the eigenvectors of their 
own spatial correlation matrix.14 Let Fk ∈ ℂN×N denote the precoding matrix 
of user k in the uplink payload data transmission phase, then 1/2 ,k k kF U P=  
where Pk = diag {pk1,…,pk,N}with (Pk) ≤ pk is the power allocation matrix. 
Although in our work the BS is only aware of the estimated CSI, 1/2

k k kF U P=  
is still a reasonable option to enhance the SE. Hence, the received signal at 
the BS is

	 1/2 1/2

1 1

K K
k k k k k k k

k k
y G F x n H P x n

= =
= + = Λ +∑ ∑ 	 (10.5)

where xk is the transmitted data symbol from user k and n is additive receiver 
noise. Since the BS is only aware of the estimated CSI, the effects of the 
channel uncertainty on the mutual information of MIMO channels need to 
be addressed. For our system and signal model, we develop a lower bound 
on the mutual information between x = [x1,…,xk] and y in the following 
theorem.
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Theorem 10.1: Consider the multiple access MIMO channel in (10.5), 

given imperfect CSI 1
ˆ ˆ ˆ, , kH H H 

 =   at the BS where ( )ˆ veck kh H=  
is given in (10.3). A lower bound on the mutual information between 
x = [x1,…,xk] and y is

	 ( ) SIC
2 ,

1 1

ˆ ˆ ˆ, ; log
K K

H
N k k k ul k

k k k
I y H x E I Q H H R

= =
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  

≥ +∑ ∑ ∑ 	 (10.6)

where ( ) 1
2ˆ ˆand H

k k k l l l Mk l k
Q P H Q H Z Iσ

−

≠
= Λ = + +∑ ∑  with

	 ( ), , , ,1 1

K N
l n l n r l l nl n

Z p Rλ
= =

= −Φ∑ ∑
The expectation is computed with respect to the channel estimates and 
| · | denotes the determinant of a matrix. Since the SIC procedure can be 
computationally complex, another option is to treat the N data streams as 
being transmitted by N independent users and use a linear MMSE detector 
to detect the NK streams independently. Based on the same methodology 
as in Ref. [15], the MMSE detector that maximizes the uplink SE of the ith 
stream of user k is

	 , , , ,
ˆ

k i k i k i k if p hλ= ∑ 	 (10.7)

where ( ) 1
1 ˆ ˆ H

k k k kH Q H
−

−= +∑ ∑  applying the linear detector fk,i to the signal 

in (10.5); an uplink achievable SE of user k is

	 ( ){ }MMSE
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N
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R E η
=
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where the SINR of the ith stream is
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	 (10.9)

Since interference from the user’s own streams is not suppressed by fk,i, it is 
intuitive that SIC MMSE

, ,ul k ul kR R≥ .
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10.2.3  DOWNLINK ACHIEVABLE SPECTRAL EFFICIENCY

To limit the estimation overhead, we assume no downlink pilot or CSI 
feedback from the BS to users. This is common practice in massive MIMO 
since only the BS needs CSI to achieve channel hardening. Hence, the user 
has no instantaneous CSI except to learn the average effective channel 

{ }1/2 1/2ˆ H
k k k k lH E H WΛ Ω  and covariance matrix of the interference term.

Let Wk ∈ ℂM×N be the downlink precoding matrix associated with user k 
and let Ωk = diag {wk,i,…,wk,N} allocate the total transmit power kP′  among 
the N streams. Then, the total transmit power from the BS is 

1

K
kk

P
=

′∑ . The 
received signal at user k is

	
/
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H
k k l l l

N
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l
y G W x n

=

×= Ω +∑ ∈ 	 (10.10)

where xl the downlink signal is intended for user l and nk is the additive 
receiver noise. Without loss of generality, let user k use H

kU  (the eigenvector 
matrix of its own correlation matrix) as a first step detector to adapt to the 
channel correlation; then, the processed received signal is

	 1/2 1/2

1

K
H H H

k k k k k l l l k k
l

z U y H W x U n
=

= = Λ Ω +∑ 	 (10.11)

A lower bound on the mutual information I(zk;xk) is developed in the 
following theorem.

Theorem 10.2: Consider the downlink signal model in (10.11), given the 
average effective channel { }1/2 1/2H

k k k k lH E H WΛ Ω  of user k. The mutual 
information between zk and xk is

	 ( ) SIC
2 ,

ˆ; log H
k k N k k k dl kI z x I H H R≥ + Ξ  	 (10.12)
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The lower bound in Theorem 10.2 can be achieved if user k applies 
MMSE-SIC detection to zk when regarding kH  as the true channel and the 
uncorrelated term k k kz H x−  is treated as worst-case Gaussian noise in the 
detector. Theorem 10.2 generalizes the conventional SE analysis of massive 
MIMO from N = 1 to arbitrary N.
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The user can also apply a linear MMSE detector for symbol detec-
tion based on (10.11). Denote ,k ih  as the ith column of ˆ

kH , and then 
with the knowledge of kH , the MMSE detector for the ith stream of user 
k that maximizes the corresponding downlink SE is , ,k i k k ir h= Ξ  where 

1 H
k k k kH H−Ξ = Ξ + . Applying rk,i to (10.11), the achievable SE of user k is

	 ( ){ }MMSE
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R E η
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= +∑ 	 (10.13)

where the SINR ,
dl
k iη  of its ith stream is
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Intuitively, the MMSE-SIC detector will have a higher performance than the 
MMSE detector in the downlink.

10.3  ASYMPTOTIC ANALYSIS

In this section, approximations of the SEs in Theorems 10.1 and 10.2 that 
are tight for large systems are derived for fixed power matrices Lk, Pk, and 
Ωk. We consider the large system regime where M and k go to infinity while 
N remains constant since the users are expected to have a relatively small 
number of antennas.

Theorem 10.3: For the uplink MMSE-SIC detector on a per-user basis, a 
large-system approximation of SIC

,ul kR  in Theorem 10.1 is

	 ( )SIC
, 2 , , ,
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1log 1 tr
N

ul k k i k i k i
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R T pM λ
=
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 
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such that SIC SIC
, , 0ul k ul kR R

M
− →

→∞ , where T = T (σ2 / M). In comparison, the 
large-system SE approximation of the linear MMSE detector fk,i can be 
derived by following the same procedures in Ref. [15].

The SE approximation is ( )MMSE
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where ( ) ( ), ,1 trk i k iM Tδ = Φ , ( ) ( )2, , , , , , , ,tr 1k i l n l n k i l n l n l nT M pµ λ δ= Φ + , 
and ( ) ( ), ,1 trk i k iM Tϑ ′′= Φ .

By comparing (10.16) and Theorem 10.1, we can see that for the MMSE-
SIC detector, the interstream interference of a user caused by imperfect CSI 
vanishes asymptotically, and only the interuser interference remains. For 
the linear MMSE detector, however, the interstream interference μk,i,l,n / M 
remains in (10.16) as well. However, the impact of this part reduces to 
zero as M grows. It shows that the SE improvements with multi-antenna 
users can be harvested in massive MIMO by linear detectors; thus, a 
simple hardware implementation is possible. Next, we derive large-system 
approximations of the downlink performance. The precoder used by the 
BS can be any linear precoder such as the matched filtering (MF), block 
diagonal zero-forcing, or MMSE precoding. Due to the limited space, we 
only consider the MF case

	 ( ){ }
1 ˆ
ˆ ˆtr

k k
H

k k

W H
E H H

= 	 (10.17)

Theorem 10.4: For the downlink MMSE-SIC detector and the linear 
MMSE detector, if the BS utilizes the MF precoder, the large-system 
approximations of the SEs in Theorem 10.2 and (10.14) are the same, that is,
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such that SIC SIC
, , 0dl k dl kR R

M
− →

→∞
, where ,1

N
k k ii

θ α
=

=∑ , ( ) ( ), , ,1 trk i k iMα = Φ  

and ( ) ( )( ), ,1,1 tr N
l i i l il k ik r kM R ω θγ ≠ =

Φ= ∑ ∑ .

Theorem 10.4 shows that the SIC processing at users does not bring any 
advantage over the linear MMSE detector17 in the downlink. The reason is 
that  �Hk is a diagonal matrix, which means that no interstream interference is 
introduced in this assumed true channel. Therefore, the SIC processing is 
neither necessary nor beneficial when there are no uplink pilots. This result 
has positive influence on the design of user devices since it indicates low 
hardware requirements and simplifies the SE optimization.



Achievable Sum Spectral Efficiency Analysis of Massive MIMO	 121

10.4  POWER SCALING LAWS

It is shown in Refs. [2,3] that for N = 1, the transmit power can be reduced 
with retained performance as the number of BS antennas grows. Next, 
we generalize the fundamental result to handle any fixed N. Assume the 
pilot power is reduced as ( ) ( )01k kL M Lα=  and the payload powers are 

( ) ( )011k kP M Pα−=  and ( ) ( )011k kM α−Ω = Ω  where 0 ≤ α ≤ 1 and the ( )( )0 k
⋅  

matrices are fixed. We consider Rr,k = βkIM where βk is the large-system fading 
of user k so that the correlation matrix at the BS remains unchanged as M 
grows. A different large-system limit is considered in this section: M goes to 
infinity while K and N are fixed.

For the uplink MMSE-SIC receiver on a per-user basis, if the pilot power 
is reduced as ( ) ( )01k kL M Lα=  and the payload power is ( ) ( )011k kMP Pα−= , 

then SIC
, , 0ul k ul k M

R R
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where z = 0, if 0 ≤ α < 1 and ( )( )0

1
tr
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l l l
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= Λ∑  if α = 1.

Lemma 10.1: For the downlink MMSE-SIC detector and the MMSE 
detector, if ( ) ( )01k kL M Lα=  and the payload power is ( ) ( )01 ,1k kM α−Ω = Ω

then SIC
, , 0,dl k dl k M

R R
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where ( ) ( )( )0 0
, , , tr 0,1k i k i kk i kl Lυ λ   ∈= Λ , γ = 0 if 0 ≤ α ≤ 1 and ( )0
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1 1
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l il i
l i

γ ω υ
= =

= ∑∑  
if α = 1.

Notice that ,ul kR′  and ,dl kR′  are fixed nonzero values independent of M. 
Consequently, when the number of BS antennas is large enough, we can 
reduce the multiplication of the pilot power and the payload power as 1/M 
and achieve a nonzero asymptotic fixed SE. When α = 0.5 and N = 1, our 
results reduce to the 1 M  scaling law for the pilot/payload powers proposed 
by Ref. [2].
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10.5  SIMULATIONS RESULTS

We consider a cell with a radius of 500 m. The user locations are uniformly 
distributed at distances to the BS of at least 70 m. Statistical channel inversion 
power control is applied in the uplink, equal power allocation is used in the 
downlink, and the power is divided equally between the N streams of each 
user; that is, 2

, ,l l i l l il p p Nβ β σ= =  and ωl,i = Pd where ( ) ( ),1 trl r lM Rβ =  
with ρ/σ2 being set to 0 dB. Pd is set to a value such that the cell-edge SNR 
(without shadowing) is −3 dB. The exponential correlation model from Ref. 
[16] is used for Rt,k and Rr,k. The correlation coefficients between adjacent 
antennas at the BS and at the users are ,j r k

ra e θ
 and ,j t k

ta e θ , respectively, with 
ar = at = 0.4 and θr,k, θt,k uniformly distributed in [0,2π]. The coherence block 
length is S = 200, which supports high user mobility.

The uplink and downlink sum SE of the MMSE-SIC and MMSE detec-
tors are shown in Figure 10.1. It shows that the two detectors achieve almost 
the same SEs, which verifies the conclusion that a linear detector can achieve 
most of the SE improvements from equipping users with multiple antennas in 
massive MIMO. Moreover, although the pilot overhead increases, 90% and 75% 
performance gains are achieved for the uplink and the downlink, respectively, 
by increasing N from 1 to 3 for M = 200. Figure 10.1 also verifies the tight-
ness of the large-system approximations derived in Theorems 10.3 and 10.4.

Figure 10.2 confirms the power scaling laws in Lemmas 1 and 2. Results 
for α = 0.5 and α = 1 are shown. It is observed that, even with a 1/M reduc-
tion of the multiplication of pilot and payload powers, a notable increase of 
SE can still be obtained for an extremely wide range of M before reaching 
the limit, especially for M ∈ [50,1000] which is of practical interest.

Recall that the channel estimation overhead Nk equals the number of 
data streams that are transmitted. For a fixed number of data streams Nk, 
the system can schedule Nk single-antenna users and send one stream to 
each user, or schedule fewer multi-antenna users and send several streams to 
each. The downlink performance of these different scheduling approaches is 
compared in Figure 10.3 for N ∈ {1, 3, and 10}.

The power per stream is Pd as Figures 10.1 and 10.3 show that for any 
given Nk, scheduling Nk single-antenna users is always (slightly) beneficial.

The optimal Nk is around 100, which requires 100 active users per coher-
ence block if N = 1. With multi-antenna users, more realistic user numbers 
are sufficient to reach the sweet spot of Nk ≈ 100. Therefore, additional 
user antennas are beneficial to increase the spatial multiplexing in light and 
medium-loaded systems.
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FIGURE 10.1  (See color insert.) Uplink and downlink achievable sum SE as a function of 
the number of BS antennas for K = 10.

FIGURE 10.2  (See color insert.) Power scaling law for K = 10, N = 3, ar = 0, and at = 0.4.
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FIGURE 10.3  (See color insert.) Achievable sum SE as a function of Nk for M = 200.

10.6  CONCLUSIONS

We analyzed the achievable SE of single-cell massive MIMO systems with 
multi-antenna users. With estimated CSI from uplink pilots, lower bounds 
on the ergodic sum capacity were derived for both the uplink and the down-
link, which are achievable by per-user MMSE-SIC detectors. Large-system 
SE approximations were derived and show that the MMSE-SIC detector has 
an asymptotic performance similar to the linear MMSE detector, indicating 
that linear detectors are sufficient to handle multi-antenna users in massive 
MIMO. We generalized the power scaling laws for massive MIMO from N 
= 1 to arbitrary N. We showed that the SE increases with N, but for a fixed 
value of Nk, the highest SE is achieved by having Nk single-antenna users. 
Hence, additional user antennas are mainly beneficial to increase the spatial 
multiplexing in systems with few users.
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CHAPTER 11

ABSTRACT

Technical advances in embedded systems have prompted an expansion in the 
quantity of little-estimated detecting and imparting gadgets outfitted with 
remote interfaces. Systems of such gadgets discover relevance in observing 
and reconnaissance exercises for wireless sensor networks (WSNs) vehicular 
activity policing, human informal organizations, and so forth. It is, for the 
most part, anticipated that the quantity of gadgets will increment amid the 
following decades, prompting an ascent in the quantity of utilization situa-
tions including expensive systems. Especially, neighbor revelation is a prin-
cipal building hinder for WSNs, on the grounds that it is the initial step to 
set up correspondence connects between sensor hubs. Customary neighbor 
disclosure issues, for the most part, concentrate on static remote systems 
where all hubs work on the same recurrence. In any case, the multiplication 
of cell phones and multichannel correspondences present new difficulties 
on this issue. In this chapter, we have performed an extensive comparative 
performance analysis of various neighbor discovery schemes in WSN.

mailto:shahujntu@jntuh.ac.in
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11.1  INTRODUCTION

Contemporary changes in wireless foundations and microelectronics have 
bolstered the augmentation of one spending plan, little control, multi-
operational sensor hubs, those are in little size, and the correspondence is 
made in little range. These hubs having an ability of detecting, preparing 
for information, and conveying segments control the possibility of sensor 
systems. Sensor systems are shaped utilizing gathering of nonconcurrent or 
synchronous hubs. These sensors will focus the association with each other 
in wireless sensor network (WSN) by cross-region structure.1

The sensors in WSN2 can sense differing occasions delicately. Some 
sensors focus about the changes and pass the message or the record starting 
with one specific sensor focus point, then onto the accompanying sensor 
focus. The wide applications are incorporated with both nonmilitary work 
force and military circumstances, including regular checking, observation for 
prosperity and security, robotized restorative administrations, sharp building 
control, and development control. With the change of PC gear advancement, 
the CPU and blast memory are getting the opportunity to be tinier, smaller, 
more exceptional, and less costly (Fig. 11.1).3

FIGURE 11.1  WSN architecture.

Subsequently, the memory and get-ready capacities of sensor centers 
won’t be the most basic obstruction for the usage of WSNs. In any case, 
the battery development may fail to get a jump forward. WSN has trans-
formed its characteristics due to key bottlenecks.4 So, the investigation on 
essentialness viability of WSNs is still the center premium. Fundamentally, 
WSNs directing neighbor disclosure is a noteworthy research movement. 
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Beforehand, researchers have concentrated on the neighbor revelation 
utilizing Hi-parcel transmission. In any case, the hubs with low power are 
not investigated in the system but rather still it is a noteworthy issue. For 
the wide suitability extent of WSNs, it is hard to manufacture WSN-guiding 
figuring that fulfills all application necessities or maybe it is of noteworthi-
ness that arranging general coordinating figuring which by some methods 
can be associated with a couple of uses and in the meantime modify the 
essentialness usage to construct the framework lifetime very far. At this 
moment, there are amazing plans of investigation and tries that are on the 
go, for the change of controlling traditions in WSNs. The sensors ought to 
endlessly scan for new neighbors to oblige the going with conditions5:

1.	 Loss of adjacent synchronization due to totaled clock coasts.
2.	 Aggravation of remote accessibility between bordering centers by 

a break event, for instance, a passing auto or animal, a tidy storm, 
rain, or cloudiness; when these events are over, the disguised center 
points must be rediscovered.

3.	 The advancing development of new center points, in a few frame-
works, to compensate for centers that have ceased to deal with the 
grounds that their essentialness has been exhausted.

4.	 The development in transmission compels of a couple of center 
points, in light of particular events, for instance, the disclosure of 
new conditions.

Especially vitality primary imperative in neighbor disclosure, because 
of the absence of vitality, the hubs can’t investigate utilizing Hi-parcel 
transmission; yet, the hubs still stow away in the system and cause the 
system at awkwardness state.6 In this chapter, we investigate about different 
mechanisms of existing neighbor discovery. Rest of the chapter is organized 
as follows: Section 11.2 describes the different methodologies of neighbor 
discoveries, Section 11.3 illustrates the comparative analysis of the different 
mechanisms, and Section 11.4 concludes the chapter.

11.2  NEIGHBOR-DISCOVERY MECHANISMS

You et al.7 proposed “Salud Like Neighbor Discovery in Low-Duty-Cycle 
Wireless Sensor Networks” the issue of neighbor disclosure when hubs 
utilize (simple random access protocol) ALOHA-like opened revelation 
calculations in low-obligation cycle WSNs. This issue is noninconsequential 
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on the grounds that a hub may need to transmit commonly without crashes 
to make every one of its neighbors find it, while one time is sufficient for 
all-hub dynamic systems. By diminishing the examination to K coupon 
collector’s problem, authors demonstrate that the normal time to find all its 
n − 1 neighbors for every hub is upper limited by ne(log2n + (3 log2n − 1)
log2n + c) for some steady c with high likelihood, and it is lower limited by 
nelnn + cn, where c is a positive consistent and e is the base of regular loga-
rithm. In addition, the authors demonstrate that the disclosure time is around 
the desire. Likewise, in this scheme, the authors extend the ALOHA-like 
calculation to manage the situation when hubs don’t have a clue about the 
quantity of neighbors. It just prompts at most an element of two stop pages 
for upper bound contrasted and known number of neighbors. At that point, 
the authors accept the hypothetical results by broad reenactments and inves-
tigate the diverse calculation execution in low-duty-cycle and nonobligation 
cycle WSNs. Additionally, the authors apply the way to deal with examine 
new situation of inconsistent connections in low duty-cycle WSNs. To the 
best of insight, it is the own work to investigate the execution of ALOHA-
like neighbor revelation calculations in low-obligation cycle WSNs.

Khanmirza et al.8 proposed “Assessing Passive Neighborhood Discovery 
for Low Power Listening MAC Protocols.” In this chapter, the authors 
examine the likelihood of utilizing a totally aloof, low-power and zero-over-
head neighbor revelation technique, particularly working in conjunction with 
offbeat LPL MACs. The key point behind the inactive detecting procedure 
is to profit by the data acquired from disentangling of the parcels amid clear 
channel assessment (CCA) checks. This infers definitely no cost for sensor 
hubs, as intermittent CCA checks and translating of the got bundles if there 
should be an occurrence of vitality location inside the channel are standard 
undertakings that all hubs ought to perform when they wake-up. Moreover, 
the authors contend that coordinating neighbor disclosure convention to LPL 
MAC layer rearranges the entire instrument fundamentally, as well as serves 
to a more intelligent lessening of force utilization.

Iyer et al.9 proposed “NetDetect: Neighborhood Discovery in Wireless 
Networks Using Adaptive Beacons.” In this chapter, the authors mainly 
concentrate on the issue of effectively finding neighbors in a remote 
system of hubs. Considering the class of conventions that depend on 
probabilistic transmissions which concentrate on expanding the quantity 
of disclosures per time unit, and search for procedures that permit hubs to 
find their neighbors as quick and as proficient as could be expected under 
the circumstances.
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Existing methodologies target for the most part static, completely associ-
ated arranges and experience the ill effects of a bootstrap issue as all hubs 
need to begin at the same minute in time. The fundamental effect of the 
chapter is the plan and execution of a versatile and decentralized technique, 
named NetDetect that tackle the nearby neighborhood disclosure issue by 
misusing the beaconing instrument. The approach is to have hubs appraise 
the nearby neighborhood measure from the quantity of blunders distin-
guished on the correspondence channel with a most extreme probability 
estimator. The hub connection prompts a self-versatile instrument, where the 
beaconing likelihood quickly meets to the craved ideal. The calculation on 
an assortment of systems with expanding levels of progression: a completely 
associated system, static and portable multibounce works arrange. NetDetect 
performs well in every single considered situation, keeping up a high rate 
of neighbor disclosures and great appraisals of the area densities even in 
extremely dynamic circumstances. Correlation with existing methodologies 
demonstrates that the NetDetect plan is effective from both the union time 
and vitality viewpoint. In this chapter, the authors make the accompanying 
commitments9:

1.	 Distinguish a procedure of amplifying disclosure productivity orga-
nized appropriately (versatile),

2.	 outline and actualize NetDetect, a conveyed calculation wherein 
hubs adjust their probabilities of transmission in view of privately 
measured throughput, and

3.	 assess NetDetect in contrast with existing neighborhood revelation 
conventions and showcase its proficiency and vigor.

Authors utilized the mistakes on correspondence channel as the principle 
wellspring of data for assessing the nearby neighborhoods, as these data 
are constantly present at each hub in a remote correspondence environment. 
This prompts an exquisite arrangement just misusing effectively existing 
data. Measuring diverts dispute with a specific end goal to change the trans-
mission channel recurrence or adjust conflict window sizes has as of now 
been looked into. All things considered, to the best of our insight, this is the 
principal versatile calculation misusing channel blunders data for inferring 
data in regards to the accessible neighbors, working in a dispersed situa-
tion, and having the capacity to track changes without extraclient activities. 
While we outlined NetDetect particularly for low power remote systems, 
the calculation is specifically material to different frameworks that can 
be demonstrated utilizing Poisson forms and which need a self-versatile 
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conduct. The lightweight correspondence overhead of the calculation 
consolidated with its appropriateness on an expansive scope of situations 
portrayed by various system topologies and its heartiness, making NetDetect 
an alluring arrangement.

Kohvakka et al.10 proposed “Energy-efficient neighbor discovery protocol 
for mobile wireless sensor networks.” In this chapter, the authors present a 
new energy-efficient neighbor discovery protocol (ENDP) for synchronized 
low duty-cycle medium access control (MAC) schemes. The presented 
protocol reduces the need for network scans by distributing synchroniza-
tion information from nodes in two-hop neighborhood. This information is 
carried in the beacon payloads of underlying MAC protocol and utilized 
for establishing new communication links. In addition, ENDP introduces 
an efficient network beacon signaling scheme to make network scans more 
energy efficient. ENDP is the first protocol that can effectively minimize 
network energy consumption in dynamic WSNs. The energy efficiency and 
operation fidelity are verified by analytical performance models and experi-
mental measurements using real WSN prototypes.

Chen et al.11 proposed “On Heterogeneous Neighbor Discovery in 
Wireless Sensor Networks;” in which the authors introduce two ideal 
neighbor disclosure conventions, called Hedis (heterogeneous discovery 
as a majority-based convention) and Todis (triple-odd-based discovery as 
a coprimality-based convention), that certification offbeat neighbor revela-
tion in a heterogeneous domain, implying that every hub could work at an 
alternate obligation cycle. In particular, they streamline the obligation cycle 
granularity in their separate convention classes to bolster obligation cycles 
as 2n and 3n individually, where n is the whole number that accomplishes all 
obligation cycles littler than one. Scientifically, contrast these two conven-
tions and existing state-of-the-workmanship conventions to affirm their 
optimality in the backing of obligation cycles, furthermore, think about them 
against each different as an examination between the two general classes 
of neighbor disclosure conventions (majority versus coprimality-based 
conventions). Our outcomes demonstrate that while the disclosure latencies 
are comparative for both conventions, Hedis as an ideal majority-based 
convention matches real obligation cycles a great deal more intently than 
Todis as a coprime-based convention.

Cohen et al.1 proposed “Persistent Neighbor Discovery in Asynchronous 
Sensor Networks.” The fundamental thought behind the nonstop neighbor 
disclosure plot is it proposes the undertaking of finding another hub which is 
separated among every one of the hubs that can distinguish. These hubs are 
portrayed as (1) likewise neighbors; (2) place with an associated section of 
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hubs that have officially distinguished each other; and (3) hub additionally 
has a place with this fragment. This variable demonstrates the in-portion 
level of a concealed neighbor. With a specific end goal to exploit the proposed 
revelation conspire, the hub must gauge the estimation.

Sun et al.12 proposed “Neighbor Discovery in Low-Duty-Cycle WSNs 
with Multi-Packet Reception.” In this chapter, the issue of ND in low-duty-
cycle WSNs with k-MPR radios was contemplated and directed inside 
and out of execution examination on ALOHA-like ND conventions with 
different expansions. The commitments in this chapter are recorded as takes 
after the following:

•	 First, to the best of our insight, first to consider the issue of ND 
utilizing MPR radios as a part of low-duty-cycle WSNs. Authors 
mainly demonstrate that MPR can fundamentally quicken the ND 
procedure, and accordingly, the length of ND in low-obligation cycle 
systems can be massively abbreviated. Here, mainly think about the 
ALOHA-like convention in k-MPR that organizes and demonstrates 
that the normal time required is O(nlogn log nk), where n is the faction 
measure, by diminishing the issue to a summed up type of K coupon 
collector’s problem.

•	 Furthermore, when a criticism component is brought into the frame-
work, the method demonstrates that it gives a log n change over the 
ALOHA-like convention.

•	 Finally, the method extends to the situation where the inner circle 
measure n is obscure and demonstrates that it brings about a compo-
nent of two-log jam.

Huang et al.13 proposed “EasiND: Effective Neighbor Discovery Algo-
rithms for Asynchronous and Asymmetric-Duty-Cycle Multi-Channel 
Mobile WSNs” that present an effective neighbor discovery system named 
EasiND for asynchronous and asymmetrical duty-cycle multichannel mobile 
WSNs. First, the authors propose an optimal synchronous multichannel 
neighbor discovery algorithm based on quorum system, which can bind the 
discovery latency in a multichannel scenario with low power consumption. 
Second, the authors design an asynchronous neighbor discovery quorum 
system for multichannel WSNs. Theoretical analyses demonstrate that 
EasiND achieved 33.3% and 50% reduction in power-latency product when 
compared to U-Connect and Acc, respectively. Third, to enable EasiND 
to be applied to asymmetrical duty-cycle system, this method proposes 
an on-demand time slot activation scheme that combines random and 
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cooperative methods together, which effectively reduces discovery latency. 
Finally, this method presents a channel scanning acceleration approach 
based on spatial frequency characteristics of discovered neighbors, which 
further decreases discovery latency.

11.3  PERFORMANCE ANALYSIS

In this section, we evaluate the discovery latency and network initialization 
time of

1.	 ALOHA-like neighbor discovery in low duty cycle (ALNDLDC)7

2.	 Evaluating passive neighborhood discovery for low power listening 
MAC protocols (PNDLPL)8

3.	 NetDetect: Neighborhood discovery in wireless networks using 
adaptive beacons9

4.	 ENDP for mobile wireless sensor networks (EEND)10

5.	 Heterogeneous neighbor discovery in wireless sensor networks 
(HND)11

6.	 Continuous neighbor discovery in asynchronous sensor networks 
(CND)1

7.	 Neighbor discovery in low-duty-cycle wireless sensor networks with 
multipacket reception (NDLDC)12

8.	 EasiND: Effective neighbor discovery algorithms for asynchronous 
and asymmetric-duty-cycle multichannel mobile WSNs13

While assessing the execution of above neighbor disclosure calculation, 
we concentrate on the accompanying two criteria: network initialization cost 
and latency. Network initialization cost is the time taken to form a network 
by a method.

Revelation inactivity: The aggregate slipped by the time that all sensors in 
the system spend amid the neighbor disclosure handle. Reproduction model 
design parameters of the reenactment are given in Table 11.1. In this repro-
duction environment, 50 sensor gadgets are haphazardly sent inside a field of 
100 × 100 m. A MAC convention for recreation concentrates on takes after 
a Carrier-sense multiple access with collision avoidance (CSMA/CA) way. 
We set up the CC2420 radio as the radio module for correspondence. The 
CC2420 module is ordinarily utilized as a part of various genuine sensors 
arrange applications. The length of every space in a disclosure calendar is 
15 ms. Figure 11.2 shows the number of neighbor’s explored comparison 
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for each method in a particular time interval. Figure 11.3 shows the network 
initialization time of each method.2

TABLE 11.1  Comparative Analysis of Existing Neighbor Node Discovery.

S. 
no.

Method Percentage of latency 
done by a node to find 

its neighbors (%)

N/W initialization time 
in s (avg. no of nodes 

= 100)

1 ALNDLDC 28 200

2 PNDLPL-MAC Protocols 28.7 221

3 NetDetect 26 192

4 EEND-Mobile WSN 28 200

5 HND-Wireless Sensor Networks 29 211

6 Persistent-CND Asynchronous 
Sensor Networks

26 187

7 NDLDC-WSN with Multipacket 
Reception

27 202

8 EasiND 24 180

FIGURE 11.2  Latency analysis of neighbor nodes discovery schemes based on network 
size.
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FIGURE 11.3  Comparison of network initialization cost of neighbor nodes discovery 
schemes based on network size.

11.4  CONCLUSION

We have evaluated the performance of various existing neighbor discovery 
algorithms in wireless sensor networks with the help of two performance 
metrics as neighbor nodes discovery per unit time for each method and network 
initialization cost in terms of network resources. Based on these performances 
metric, the existing schemes are evaluated and observed their performance 
deviations. The performance evaluation proved that EasiND scheme has 
achieved low latency to explore all the neighbors with low network cost 
consumption than other existing schemes. Hence, EasiND is better scheme 
than another scheme for neighbor nodes discovery in wireless sensor networks.
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CHAPTER 12

ABSTRACT

One of the fundamental assumptions while deploying a cognitive radio 
network is that the primary users are willing to tolerate additional interfer-
ence generated by secondary users and are willing to share their spectrum 
resource with secondary users. So, the general question that arises here 
is that why the primary users should tolerate additional interference and 
share resources? In this chapter, we have presented a new scheme that can 
provide additional SNR for the primary users by allowing secondary users to 
coexist. Hybrid overlay/underlay strategy is the proposed scheme in which 
the idle secondary users are used to maximize the throughput of the primary 
users. The features of both underlay and overlay are incorporated into this 
hybrid transmission technique such that the both the licensed and unlicensed 
users get benefited, as their communication link is uninterrupted. Also, we 
presented a resource allocation algorithm for the hybrid overlay/underlay 
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transmission method and the performance of the opportunistic and partial 
relay selection is investigated. This resource allocation algorithm is used 
for selection of the best relay, power allocated to the relay, and best channel 
from relay to destination. Simulation results are presented to demonstrate the 
performance of the proposed hybrid technique over the traditional methods. 
The effectiveness of usage of the partial and opportunistic relay selection 
techniques is compared and the conclusions are drawn.

12.1  INTRODUCTION

With the widespread wireless communication technologies and demand for 
excessive spectrum, the need for intelligent wireless system that changes 
their mode of operation by being aware of its surrounding environment, 
for better spectrum utilization, is inevitable. The need for such a system 
is because of the inefficiency of the traditional spectrum management to 
utilize the spectrum efficiently. In the traditional spectrum management, the 
spectrum is allocated for various wireless standards or licensed users for 
their exclusive use. One of the technologies that have caught the attention 
of many researchers is cooperative spectrum-sharing systems. Cognitive 
radio (CR) and cooperative diversity (CD) are the two techniques that are 
used in this technology. Efficient spectrum utilization is provided by CR and 
CD improves the reliability of communication. Usually in such cooperative 
communication systems, there are several nodes in between the source and 
destination to be chosen as the relay node. The performance of such system 
can be improved by selecting one of the nodes as the best relay, based on 
a relay selection criterion. The classification of the relay selection schemes 
can be done into two types, partial relay selection and opportunistic relay 
selection. In the partial relay selection, a relay is chosen as the best relay 
based on the signal-to-noise ratio (SNR) at the first hop or at the second 
hop. The relay that has highest SNR at any one of the hop is chosen as the 
best relay. In the opportunistic relay selection, the relay is selected based on 
the end-to-end SNR value. The relay with highest end-to-end SNR value is 
chosen as the best relay.

To utilize the free spectrum bands that are licensed to the primary users 
(PUs), the secondary users (SU) employ two spectrum access strategies, 
underlay and overlay strategies. In underlay CR strategy, a tolerable interfer-
ence level is set at the PU. The SU is allowed to use the spectrum as long as 
the interference generated by the SU is below this predetermined interference 
threshold (interference temperature). In overlay CR strategy, the SU node is 
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used to relay the data between two PUs. The SU node can use majority of 
its power to transmit PU data and the rest of power to transmit its own data. 
The interference generated at the PU due to the transmission of SU data is 
compensated by the additional SNR offered by using SU node as relay. The 
combined access strategy in CR has been a topic of interest recently. This is 
done to exploit the advantages of both overlay and underlay access strate-
gies. These combined access strategies are predominantly called as hybrid 
CR systems. A hybrid underlay/overlay transmission scheme with the aim of 
achieving better statistical delay quality of service provisioning is presented 
in Ref. [1]. The CR is designed to switch between overlay and underlay based 
on the operating condition of PU in Refs. [2–5]. In Ref. [6], the authors have 
presented a hybrid CR scheme with energy-harvesting ability. A distributed 
power allocation algorithm in which the multiple SUs use a common node as 
relay and compete for the power of relay to transmit their signals is presented 
in Ref. [7]. In Ref. [7], the SUs transmit with different spectrum-sharing 
modes. The opportunistic relay selection performance has been analyzed for 
the case of dual hop transmission in Refs. [8, 9]. Performance of partial 
relay selection in dual hop communication systems with semiblind relaying 
is studied in Ref. [10]. The end-to-end performance of the cooperative AF 
relaying by using opportunistic relay selection and partial relay selection has 
been detailed and selection criteria have been presented in Ref. [11].

Unlike the previous hybrid CR algorithms, instead of switching between 
the overlay and underlay transmission modes, we consider combining the 
feature of both the modes and propose a novel transmission technique. This 
hybrid overlay/underlay method beneficiates both the PUs and SUs. This 
technique uses the idle SUs as the relay node for the transmission of the 
PU signals. The SUs that have data to send will transmit in underlay mode 
without causing any interference to PUs. We consider the selection of best 
node, interference from the active SUs, transmission power of the best relay 
selected to improve the throughput of the PU. The PUs are benefited with 
the additional SNR provided by utilizing the idle relays and the SUs are 
benefited as they are able to utilize the PU band in underlay mode. Also, 
analysis on selection of the best relay using opportunistic relay selection and 
partial relay selection is presented.

The remainder of this paper is organized as follows. In Section 12.2, 
we introduce the CR system with the PUs and SUs in which the opportu-
nistic and partial relay selection must be implemented. In Section 12.3, we 
investigate the performance of the hybrid CR scheme and relay selection 
techniques. Specifically, the analysis is done on the selection of best relay 
using partial or opportunistic relay selection, power allocated to the best 
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relay, and efficient channel from relay to destination. Section 12.4 presents 
the simulation environment and the performance comparisons of the selec-
tion techniques. Finally, the concluding remarks are drawn in Section 12.5.

12.2  SYSTEM MODEL

Consider a CR network that comprises one primary transmitter (source), one 
primary receiver (destination), “L” idle SUs, and “M” active SUs. Initially, 
the source has direct link with destination. The relayed path is chosen when 
one of the relays among the “L” idle SUs can give higher SNR than the direct 
path. This model is depicted in Figure 12.1. The proposed technique can 
identify the best relay amongst the idle SUs; the active SUs operate in usual 
underlay mode. This operation of the active SUs in underlay mode causes 
additional interference to idle SUs and primary receiver. This is shown by a 
dotted line in Figure 12.1. There are “K” channels available from SU relays 
to the PU destination.

FIGURE 12.1  System model.

In the proposed hybrid overlay/underlay transmission mode, the active 
SUs operate in underlay transmission mode; the selected relay node also 
works in underlay mode so that the other PU transmissions in the vicinity 
don’t get disturbed. The PU sender and receiver will use the idle SUs as the 
relay to transmit their signals. This idle SU will use its entire power for PU 
transmission. In the ordinary overlay transmission, the SU uses only part of 
its power for PU transmission. So in the proposed hybrid overlay/underlay 
transmission scheme, we have the advantageous features of both overlay and 
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underlay. Here, both the PUs and SUs can transmit their signals with full 
potential, since we have utilized the idle SUs for PU transmission.

Reactive relay selection12 is performed at the PU receiver. The signals 
from “L” relays over the K channels arrive at the PU destination. The PU 
destination node selects the best pair of channel and relays based on the 
SNR over the link. The pair with the higher SNR is chosen as the relay path. 
Let the SNR over the first hop is γsr and the SNR over the second hop is γrd. 
The selection criterion in the partial relay selection scheme to select the best 
relay and channel is

	 ( ) RD,
, arg max{ }

J K
J K γ= 	 (12.1)

The end-to-end SNR is given by ( )sr rd sr rd γ γ γ γ γ= + . The selection criterion in 
the opportunistic relay selection scheme to select the best relay and channel is

	 ( ) { }
,

, arg max 
J K

J K γ= 	 (12.2)

12.3  HYBRID OVERLAY/UNDERLAY RELAY SELECTION 
PROTOCOL

The proposed hybrid overlay/underlay relay selection protocol presents the 
method for selection of the best relay, best channel, and power of the best 
relay in the hybrid overlay/underlay model given in Figure 12.1. The various 
parameters such as interference threshold, PU transmitter power, distance 
between SUs and PUs, and the spectral distances between SU and PU chan-
nels are considered in the protocol. Let αPTx – PRx

, αSTi – PRx
, αPTx – SUj

, αSUj – PRx
, and  

αSTi – SUj 
are the link gains over links PTx → PRx, STi → PRx, PTx → SUj, SUj 

→ PRx, and STi → SUj. Based on the signal-to-interference-plus-noise ratio 
(SNIR) when the direct link between PU transmitter and receiver is present, 
we first formulate the primary target rate. Let the distance-dependent path 
loss factor be n. When PPT is the power transmitted by the PU source, the 
received power PPR at the PU receiver PRx is given by

	 ( )
PT PR PT

PR

PT PR

x x

x x

n

P
P

d

α −

−

= 	 (12.3)

The distance between the PTx and PRx is denoted by dPTx – PRx. If STi 
(i = 1, 2, … M) are the active SUs and PSTi is their transmitted power, then 
the interference power strength P′ at the PRx is expressed as
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i x i

i x
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P
P

d
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−

′= 	 (12.4)

where dSTi
 – PRx is the distance between secondary transmitter STi and 

primary receiver PRx. The SNIR over the link PTx − PRx at the primary 
receiver is defined as

	
PR

PT PR
2

1

SNIR
x x M

i pi

P

P σ
−

=

=
′+∑ 	 (12.5)

where 2
pσ  is the variance of additive white Gaussian noise (AWGN) on 

primary transmitter to receiver link. The achievable rate Rtarget bits/s/Hz for 
the links PTx − PRx is given by

	 ( )target 2 PT PRlog 1 SNIR
x x

R −= + 	 (12.6)

This is the target rate achieved over the direct link. The rate achieved over the 
relayed path after selecting the best relay is now evaluated in the following 
steps. One of the idle SUs Rej among the “M” idle relays acts as a best relay. 
The power received at relay SUj, if TPP  is the PU source transmitted, is given by

	 ( )
PT SU

SU

PT SU

x j T

j

x j

P
n

P
P

d

α −

−

= 	 (12.7)

where dPTx – SUj
 is the distance between the primary transmitter and the idle SU. 

Additional interference is caused at the idle SUs due to the active SUs. The 
additional interference power ijp′  at SUj due to active SUs is expressed as13

	 ( )
ST SU ST

ST SU

i j i

i j

ij n

P
p

d

α −

−

′ = 	 (12.8)

where ijp′  is the interference from user i to user j and the distance between 
the active SU and the idle SU is dSTi – SUj

. The primary transmitter sends the 
data to the relays on separate channels. The rate with which the data arrives 
at the idle SUs is given by

	
SU

,SU
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1 log 1
2

j

jP M
j iji

P
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=
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where 2
jσ  is the variance of AWGN on primary transmitter to idle SU’s link. 

For every relay, SUj paired to every subcarrier k calculate the power required 
to get the same rate of source to relay link in relay to destination link.

	
( ) ( ),SU2 2

SU PR1
rate
,

SU PR

2 1P j

j x

j x

nR M
k iji

j k

p d
p

σ

α

−=

−

  ′− +     =
∑

	 (12.10)

where dSUj – PRx
 is the distance between idle SU and the PU receiver and 2

kσ  
is the variance of AWGN on idle SU-to-PU receiver link. The maximum 
power that can be allocated to each relay for all the combinations of (j,k) is 
calculated using the following expression:

	 max th
,

,
j k

j k

I
p =

Ω 	 (12.11)

where Ith is the interference threshold and Ωj,k is the interference factor of the 
channel. The interference factor Ωj,k is given by
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where Ts is the sampling time, α is the gain of the channel, B is the bandwidth 
occupied by the PU channel,14 and dk is the distance in frequency between 
the subcarrier k and the PU channel. The final power allocated to each relay 
SUj over the channel k is15

	 ( )max rate
, , ,power min ,j k j k j kp p= 	 (12.13)

The power of the signal received at PU destination from the relay is given by

	
( )

SU PR ,Re
,

SU PR

Power
power j x

j x

j k
j k n

d

α −

−

= 	 (12.14)

The optimal channel and relay pair can be selected using opportunistic or 
partial relay selection.

12.3.1  PARTIAL RELAY SELECTION

The optimal channel and relay is selected using expression (12.15). The pair 
(j,k) that gets the maximum value of this expression is the optimal pair
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The rate of the signal that is received by the PU destination from this optimal 
pair is given by
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12.3.2  OPPORTUNISTIC RELAY SELECTION

In this relay selection criterion, the optimal pair (jopt, kopt) is selected based on 
the end-to-end SNR. To perform this, the PU destination must be aware of 
full channel state information. The optimal pair is given by11

( )
SU PR

Re
SU ,opt opt

, 2 Re 2
SU PT SU , 1

power
, arg  max 

power
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	(12.17)

The rate of the received signal at PU destination by using the optimal pair 
obtained in opportunistic relay selection is given by
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	(12.18)

The direct path is neglected and the transmission is switched to relayed path 
under any one of the following two conditions.

1.	 If rate over the relayed path (RPRx
) obtained in either partial relay 

selection or opportunistic relay selection is greater than the rate over 
the direct path (Rtarget), that is RPRx

= Rtarget.
2.	 If the direct link between source and destination is broken due to 

severe shadowing or fading.

The power that is received from the PU source to PU destination over the 
direct link is evaluated by using (12.1). The interference at the PU destina-
tion due to the active SUs is given by (12.2). The target data rate Rtarget over 
the direct link is obtained from (12.3). To find the data rate over the relayed 
channel, we first need to recognize the best relay and channel. The power 
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of the received signal at the idle SUs from the PU source is given by (12.4). 
The interference by the active SUs to idle SUs is given by (12.5). From these 
values, we evaluate the data rate of the signal from SU source to idle SUs 
using (12.6). To achieve maximum throughput, the data rate over the two 
hops must be equal.16 The power required by the relay to achieve the same 
data rate in hop 1 is given by (12.7). The maximum power that can be used 
by a relay is given by (12.8). The minimum of the two powers obtained in 
(12.7) and (12.8) is the power allocated to the relay, expressed in (12.9). The 
power with which the signal reaches PU destination from idle SUs is given 
by (12.10). The partial relay selection criterion is expressed in (12.11). This 
gives the optimal pair of relay and channel from SU relay to PU destina-
tion. Rate over the relayed path is given by (12.12). The opportunistic relay 
selection criterion is expressed in (12.13) and the rate over the relayed path 
selected by opportunistic relay selection is given by (12.14).

12.4  SIMULATION RESULTS

To validate the proposed transmission technique, simulations were carried 
out and the results are presented in this section. Simulations were carried out 
on MATLAB. The PU source and destination are located at (4, 40) and (500, 
40). The two active SUs are located at (200, 20) and (400, 20). The five idle 
SUs are located at (100, 40), (200, 40), (250, 40), (300, 40), and (400, 40). 
The scenario we considered assumes the power of PU source PPT = 10 dB 
and the power of active secondary transmitter is PST1

 = PST2 
= 10 dB. Link 

gain α and path loss factor n are taken as (0.097/d2)1/2 and 2. To prevent the 
loss of generality, we assume 2 2 2 2 13 10p j kσ σ σ σ −= = = = .

Figure 12.1 presents the simulation model of the system; it presents the 
five idle SUs, two active SUs, and PU source and destination. We consider 
the scenario presented in Figure 12.1, where there are five idle SUs, two 
active SUs, and a PU sender and receiver. The figure helps to identify the 
distances between the nodes. Figure 12.2 shows the spectrum allocation of 
the five available channels from SU relay to PU receiver. The figure helps 
to find the spectral distances between the channels. Bandwidth of the PU 
channel is 2 MHz and the bandwidth of relay channels is 1 MHz.

The performance comparison over the direct path and relayed path 
by using the different transmission schemes is shown in Figure 12.3. The 
capacity is plotted by varying the interference threshold and the power of PU 
transmitter is fixed at 10 dB. Since there is no effect of varying interference 
threshold17 on overlay transmission and direct path, the capacity response of 
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them is flat. The response with partial relay selection is represented with a 
dotted line and the response of opportunistic relay selection is represented 
with a straight line. Figure 12.3 shows that the capacity over the relayed 
path, chosen by using partial relay selection, gives better performance than 
the path chosen by using opportunistic relay selection. When the interfer-
ence threshold is less than 3 mW, overlay transmission gives better capacity 
than the proposed scheme. From Figure 12.3, it is evident that the proposed 
scheme gives good performance than the traditional overlay and underlay 
techniques at an interference threshold Ith ≥ 3 mW, with the relayed path 
selected using partial relay selection.

FIGURE 12.2  Spectrum allocation.

The capacity over the direct path and relayed path with varying trans-
mitting power of PU source is studied in Figure 12.4. The performance of 
the proposed hybrid CR scheme is better than the traditional overlay and 
underlay at various values of the PU transmitting power. The capacity 
reaches a saturation value at a power of 15 dB and after this the capacity 
is constant. It is previously observed in Figure 12.3 that capacity over the 
relayed path by the use of partial relay selection is better when compared to 
opportunistic relay selection.
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FIGURE 12.3  (See color insert.) Capacity over different paths with partial and 
opportunistic relay selection and fixed PU transmitting power.

FIGURE 12.4  (See color insert.) Capacity over different paths with partial and 
opportunistic relay selection and fixed interference threshold.
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Figure 12.3 is plotted with the PU transmitter power up to 10 dB. In Figure 
12.4, it can be observed that above 10 dB of PU transmitting power, the 
capacity achieved by opportunistic relay selection is higher than the partial 
relay selection. It is evident from Figure 12.4 that the opportunistic relay 
selection achieves significantly higher performance at higher SNR levels.

12.5  CONCLUSION

A novel hybrid overlay/underlay strategy for PU throughput maximization is 
presented. We have analyzed two different relay selection schemes. An algo-
rithm to allocate various resources in such hybrid CR scheme is presented. 
We have shown from the simulations that the proposed hybrid overlay/
underlay technique has better performance over the traditional overlay and 
underlay techniques. The throughput achieved by the use of the proposed 
technique is higher than the throughput achieved on the direct path.

This is a very useful incentive for the licensed users to cooperate with 
the unlicensed users. We have also presented the performance of the two 
relay selection criteria. The partial relay selection is preferable up to the PU 
transmission of 10 dB. Beyond 10 dB, opportunistic relay selection gives 
best performance. The opportunistic relay selection has good performance 
at high SNR, but it is complex, as it needs the channel state info of the first 
hop. Partial relay selection is more preferable, as it is simple and the usual 
transmission power level of PU is commonly 10 dB. At the PU transmission 
power of 10 dB, the proposed hybrid overlay/underlay transmission scheme 
gives optimal performance when combined with partial relay selection.
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CHAPTER 13

ABSTRACT

Orthogonal frequency division multiplexing (OFDM) is one of the most 
used multicarrier technique in today’s wireless standards, due to its attractive 
properties providing robustness to the overall system performance. Software-
defined radio (SDR) is becoming a very popular choice for developing, 
prototyping, and testing various wireless communication architectures. In this 
chapter, we present the implementation of OFDM-based packet transceiver 
architecture using universal software radio peripheral (USRP); an SDR 
platform in LabVIEW. The OFDM symbols are generated in accordance 
with the IEEE 802.11 specifications with symbols encapsulated in packet 
format before transmission. The system performance is measured in terms 
of packet received ratio (PRR) by considering various real-time channel 
conditions. Results are seemed to be more practical in nature concluding the 
PRR performance at different gains of the antenna under line of sight (LOS) 
and non-line of sight (N-LOS) conditions.

13.1  INTRODUCTION

Orthogonal frequency division multiplexing (OFDM) is a versatile multi-
carrier technique, dividing the whole band into a number of narrow-band 
subchannels. Due to its orthogonal nature of the carriers, it adds additional 
advantage to the system model improving the performance of the system, 

mailto:vvmani@nitw.ac.in


154	 Electronics and Communications Engineering

combating the multipath fading effects in frequency-selective channels. It 
is the most used modulation technique in a wide range of recent standards 
such as digital audio broadcasting, digital video broadcasting, WiFi, and 
long-term evolution. Software-defined radio (SDR) is defined as “radio in 
which some or all of the physical layer functions are software defined”.1 
This gives the user the flexibility of redefining the functioning of the SDR 
to the application, which is not possible with traditional hardware-based 
radios (unless through physical modification, thus increasing the cost). This 
flexibility and cost-effectiveness have motivated the users to shift to SDR 
for prototyping and testing of their wireless architectures/platforms. The 
test bed used in this chapter is a universal software radio peripheral (USRP) 
one of the specific type of SDR, originally developed by Etus Research. 
USRP developed by National Instruments, the parent company of Etus 
Research, is becoming the present de facto SDR platform to implement the 
present transceiver system.

The development of the OFDM architecture that is suitable for imple-
mentation on USRP2 boards was investigated in Ref. [2]. In brief, this 
chapter focuses on the Gnu’s Not Unix (GNU) radio implementation of 
the physical layer of long-term evolution-advanced with simple subcar-
rier blinding algorithm which is used to reduce the block error rate. The 
MATLAB implementation of secondary user cognitive link on SDR/USRP 
was proposed in Ref. [3] with more generic algorithms to improve the overall 
performance of the OFDM system. More specifically, the performance is 
studied in terms of channel estimation, time synchronization, and frequency 
offset compensation. Ref. [4] introduced more generic OFDM system, in 
which authors quantified the quality of service in terms of packet-received 
ratio (PRR) using GNU radio for USRP link and C++ for processing the 
data. Frequency offset errors using Simulink/MATLAB for the signal 
processing is investigated in Ref. [5]. A LabVIEW-based implementation of 
basic OFDM system using USRP2 as the test bed is investigated in Ref. [6], 
evaluating the performance in indoor wireless channels. In this chapter, the 
focus is on developing an architecture of OFDM and testing the same on a 
USRP platform. In today’s data-centric world, most of the data transmitted 
is in terms of the packets; thus, PRR is the best quantifier to evaluate the 
performance of the data communications system, so this chapter has taken 
PRR as the performance measure. This chapter is structured as follows. 
Section 13.2 gives an overview of the SDR/USRP followed by Section 13.3 
giving the implementation details. These will be followed by the results in 
Section 13.4 and conclusions and future work in Section 13.5.
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13.2  SDR–USRP

USRP is one specific type of SDR in which the baseband operations are 
configured to run on the host computer, while the front end and high-speed 
operations such as up-and-down conversions are done in the SDR hardware. 
USRP-RIO can be considered as an advanced version of the USRP, where 
RIO has an extra configurable (programmable) field-programmable gate array 
(FPGA) module; so some (or all) of the time critical/computationally intensive 
baseband operations can be routed to the FPGA, which differs from the basic 
USRP device. The basic processing blocks of a USRP are as follows: At the 
transmitter side, USRP will be interfaced with help of the Ethernet (USRP-RIO 
was interfaced using PXI) followed by the transmission control block; then, 
data will be split into I and Q channels; in each of the channels, the data will 
be first upconverted with the help of digital up converter. Later, the data will 
be converted to analog with the help of digital to analog converter and then 
passed through a low-pass filter, and RF conversion is done with the help of 
mixer and local oscillator. Finally, the transmitted symbols are passed through 
a transmit amplifier. At the receiver side, the inverse process will be done, 
that is, first, the received signal is passed through RF amplifier followed by a 
mixer to convert RF level to IF. Later, a series section of an analog-to-digital 
converter, digital down conversion, receiver control block, and an Ethernet 
interface used to connect to a computer. A simple block diagram of USRP 
is as shown in Figure 13.1.7 In this chapter, the implementation is done on 
USRP-RIO without the help of FPGA. The specifications of the USRP-2922 
and USRP-RIO-2953R used are mentioned in Tables 13.18 and 13.2.9

FIGURE 13.1  Block diagram of a USRP. 
Source: Reprinted from http://zone.ni.com/reference/en-XX/help/373380B-01/usrphelp/ 
2922_block_diagram/

http://zone.ni.com/
http://zone.ni.com/
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TABLE 13.1  Specifications of Receiver of NI-USRP-2922.

Parameter Value
Frequency range 400 MHz–4.4 GHz
Gain range 0–31.5 dB
Frequency accuracy 2.5 ppm
Maximum real-time bandwidth 20 MHz (16 bit sample)
Maximum I/Q sampling rate 25 MS/s (16 bit sample)
DAC 2 ch, 400 MS/s, 16 bit
ADC SFDR 88 dB

Source: Adapted from Ref. [7].

TABLE 13.2  Specifications of NI-USRP-RIO-2953R.

Parameter Value
Frequency range 1.2–6 GHz
Maximum O/P power (1.2–3.5 GHz) 17–20 dBm
Maximum O/P power (3.5–6 GHz) 7–15 dBm
Gain range 0–31.5 dB
Frequency accuracy 2.5 ppb
Maximum real-time bandwidth 40 MHz
Maximum I/Q sampling rate 200 MS/s
DAC 2 ch, 100 MS/s, 16 bit
ADC SFDR 80 dB

13.3  IMPLEMENTATION

Figures 13.2 and 13.3 show the real-time experimental setup. In the following 
sections, a detailed explanation of the transmitter and the receiver will be 
explained.

13.3.1  TRANSMITTER

In this section, the input data can be chosen in two ways, either reading from 
a user chosen file or generated using a random pseudo noise (PN) sequence. 
The data are modulated using BPSK/QPSK/8-PSK schemes which can be 
configured before each run and serial-to-parallel conversion of the data is 
done, as shown in Figure 13.1. The resultant data symbols are given to IFFT 
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block as IFFT gives the mathematical equivalence of the OFDM symbols 
mapping over various carriers and IFFT is more mathematically feasible. 
The OFDM symbol mapping is done in accordance with the IEEE 802.11b 
specifications; the data are split into 52 of 64 carriers (−26 to −1 and 1–26); 
the center carrier was nulled and cyclic prefix was added.

FIGURE 13.2  USRPs separated with line of sight.

FIGURE 13.3  USRPs separated with obstacles in-between them.

The obtained data are to fed to the packet generator block. The packet/
frame format is shown in Figure 13.4 in which the OFDM symbol is encap-
sulated along with guard band bits, sync bits, and packet number, and frame 
check sequence (FCS) is attached at the end of the packet format where each 
size is given at each run. The details of the packet/frame are as follows.

Then, frame structure is as shown in Figure 13.4. The sizes of sync and 
guard bits have to be taken on the trade-off between the coding efficiency 
and probability of error. The sync bits are generated by using a PN sequence 
generator order of which has to be specified before the run; this will be useful 
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to find the start of the frame. Guard bits are used to overcome the effects of 
the overlapping of the successive and previous frames. The packets will be 
additionally attached with packet sequence so that if they arrive not in order 
or say a frame incorrectly received, we may be able to retransmit the missing 
frame (although as of now this feature, i.e., automatic request for repetition, 
is not implemented). Additionally, a FCS is also added to check the integrity 
of received frame/packet. The system parameters considered for simulation 
are shown in Table 13.3 and the frame parameters are shown in Table 13.4.

FIGURE 13.4  Packet format, the numbers below indicate the size of the parameter in bits 
(not to scale).

TABLE 13.3  Specifications of the OFDM System Implemented.

Parameter Value
Carrier frequency 1.2–2.4 GHz
Number of subcarriers 64
Null carriers 12
Modulation scheme used BPSK and QPSK
Cyclic prefix length 16 bits

Source: Adapted from Ref. [7].

TABLE 13.4  Specifications of the Packet.

Parameter Value (bits)
Guard bits 0–20
Sync bits 0–20
Message size 1–2560
Frame/packet number 16
Frame check sequence 16

Source: Adapted from Ref. [7].

The receiver and transmitter will be running on different machines; there 
is always a possibility that before the receiver starts its operation, transmitter 
may have completed the transmission. To avoid this situation, the transmitter 
is made to run continuously; however in future, it will be modified slightly 
that once the receiver recovers all the frames, it will send a positive ACK 
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and then the transmitter will stop sending. We may improve this by using 
other protocols like Go BackN, etc.; then, the frames will be reshaped using 
the matched pulse shaping filters; there were options to choose among 
root raised cosine, Gaussian, etc., and their corresponding parameters such 
as filter length, roll-off factor, etc. Thus, generated frames are fed to the 
USRP with the help of USRP hardware driver (UHD). There are options 
to configure the IQ rate, central frequency of the transmission, gain of the 
antenna, and port of the antenna which are to be transferred.

13.3.2  RECEIVER

The data will be received by USRP and buffered locally. The parameters of 
the frame and the UHD have to be same as that of the transmitter. The channel 
estimation and equalization are done and then received data are checked for 
the sync bits so as to identify the start of the frame. Then, the frames will be 
ripped of the guard and sync bits and integrity of the frame will be checked 
with the help of FCS; if integrity fails, the frame will be dropped. If the frame 
was correct, then the frame number will be stored in those received correctly 
(this is to avoid any retransmitted packets processing and to check all the 
packets recovered correctly or not). After all the packets/frames are recovered, 
the data portion is extracted and the data are sent to fast fourier transform 
(FFT) modulator and symbols will be mapped to the corresponding data after 
estimation (minimum least square estimate). Then, data will be regrouped 
from the block sand displayed and can be written to a file. Additionally, the 
constellation of the received pattern and spectrum of the data received are 
calculated. The block diagram was as shown in Figure 13.5.

FIGURE 13.5  Architecture of the OFDM implementation.

The experimental setup and procedure: A USRP (NI USRP 29228) is used 
as receiver and another USRP (NI USRP RIO-2953R9) is used as transmitter; 
they are placed in various positions such as the following:
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•	 Both USRPs have a line-of-sight communication (a very optimistic 
situation); Figure 13.2.

•	 Both USRPs do not have any line-of-sight communication and are 
separated by typical office equipment like PCs, tables, files, and a 
wall (a more typical situation, which is often the case of a typical 
office WiFi); Figure 13.3.

The data were transmitted in both the situations with two different 
frequencies, namely, 2.45 GHz (same as that of WiFi) and 1200 MHz. In 
each of these situations, the gain of the antennas, modulation schemes, and 
filter parameters varied.

13.4  RESULTS

The main quantifying factor that to be used in this chapter is PRR; it was 
shown in Figure 13.6. PRR was plotted against the gain of the receiving 
antenna. The plot is obtained as follows: the experiment was repeated about 
50 times, at each gain level. However during this processes, the receiver 
has been restricted to operate only for a fixed amount of duration (if it was 
allowed to operate with anytime restriction, then the receiver will stop only 
when all the packets are received). Every time, the PRR was observed and 
the data were averaged and plotted with the help of MATLAB. Throughout 
this process, all of our electronic equipment were allowed to operate as 
usual; some of them are connected to WiFi which is operated at 2.4 GHz. It 
may be observed from the plot (Fig. 13.6) that with the increase in the gain 
of the antenna, the PRR has been increased, but it may also be seen that 
there are few times (e.g., 8–9 dB) even though the gain is increased, PRR 
has been decreased. This is due to a sudden drop of packets for some itera-
tions (thus decreasing the average PRR); it was shown in Figure 13.7 for 
the case of 9 dB gain and transmitter and receiver separated with obstacles 
and no line of sight. This sudden drop may be attributed to the remaining 
electronic equipment which may have actively being operated at the same 
frequency level. The results seem to more inlay with the predicted values 
after removing the data which were not within the 5% deviation from the 
average. The plot in Figure 13.6 corresponds to the parameters listed in 
Table 13.5. Figures 13.8 and 13.9 show the spectrum and constellation of 
the OFDM signal; they are inlay with the theoretical predictions within the 
experimental accuracy. It is also worth mentioning that as we have imple-
mented an FCS, the BER after decapsulation is almost zero irrespective of 
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the modulation scheme used (this is because the frame will not be processed 
if FCS check fails).

FIGURE 13.6  Packet received ratio versus gain of the antenna.

FIGURE 13.7  Variation of the packets received during multiple iterations.

Iteration Number

Gain of the Antenna in dB
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TABLE 13.5  Parameters of the plot in Figure 13.6.

Parameter Value
Guard bits 16 bits
Distance between Tx and Rx 135 cm
Modulation scheme QPSK
Sync bits 20 bits
Message size 512 bits
Frame/packet number 16 bits
Frame check sequence 16 bits

FIGURE 13.8  Spectrum of the OFDM symbols.

FIGURE 13.9  Constellation after the root raised cosine filtering.
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13.5  CONCLUSION AND FUTURE WORK

In this chapter, we have demonstrated a very basic packet-based protocol 
for transferring the data between two USRPs, but this protocol is very 
ineffective for practical systems as the retransmission is done without 
the knowledge of the receiver. This creates unnecessary redundancy of 
the frames. The basic protocol may be improved by the use of two-way 
acknowledgment sharing and retransmission of only the packets that are lost 
or corrupted. In future, we will be implementing these protocols to improve 
the performance of the system. Although we have repeated the experiment 
at 1.2-GHz frequency, the results seem to deviate from the expected results; 
we are yet to investigate them.
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CHAPTER 14

ABSTRACT

The efficient system design for 32-bit addition and then multiplication opera-
tion using Radix-2-based modified booth (MB) form by fusion technique is 
evaluated as explained in this chapter. The MB fusion technique is versatile 
and genuine technique which is used to generate the reduced partial products 
for design of larger parallel multipliers. In this work the software format 
of MB scheme is shown by the schematics in register transfer logic. The 
simulation and synthesis results are shown by using latest version of Xilinx 
ISE Design Suite tool and the results are obtained by running Verilog code 
by checking behavioral model syntax. The implementation of this 32-bit 
adder and multiplier is shown by using hardware description language.

14.1  INTRODUCTION

Fast adders and multipliers are most important aspects of digital signal 
processing (DSP) systems. The important part of multiplication is partial 
product generator, which takes more time to generate the result. The 
multiplication process was ordinarily applied through a sequence of addition, 
subtraction, and shift operations. Multiplication will also be considered as 

mailto:shehanazbegum467@gmail.com


168	 Electronics and Communications Engineering

continuous procedure of repeated additions. The number to be delivered is 
the multiplicand, the number of times that it’s introduced is the multiplier, 
and the effect is the product. The generation of partial products is the resultant 
of step-by-step addition. Generally, the size of multiplicand and multiplier is 
same in most of the computers.

14.2  EXISTING DESIGN

This system consists of two blocks, first one is an adder block and the second 
one multiplier block which shows the relation as Z = X × (A + B). In this 
existing system, adder result of the add–multiply operator is given as second 
input and the first input is taken in parallel to the multiplier (Fig. 14.1).1

FIGURE 14.1  Existing system of sum-product operator in modified booth form. Adapted 
from Ref. [1].

14.2.1  MODIFIED BOOTH TECHNIQUE

Modified booth (MB) is an efficient technique form that is used for both 
signed and unsigned multiplication. In this chapter, radix-4-based truth 
table2 is used for multiplying the given two numbers (Fig. 14.2).

The main use of MB form is that it reduces the partial products by half 
number in multiplication when compared to other radix representation 
(Table 14.1).2
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FIGURE 14.2  Grouping of bits in multiplier block using MB form. Adapted from Ref. [2].

TABLE 14.1  Modified Booth Encoding Scheme.

Binary MBy j
MB encoding Input carry

Y2j+1 Y2j Y2j−1 Sign = sj X1 = 1j X2 = 2j Cin,j

0
0
0
0
1
1
1
1

0
0
1
1
0
0
1
1

0
1
0
1
0
1
0
1

0
+1
+1
+2
−2
−1
−1
0

0
0
0
0
1
1
1
1

0
1
1
0
0
1
1
0

0
0
0
1
1
0
0
0

0
0
0
0
1
1
1
0

MB, modified booth.

14.2.2  CSA TREE

Carry save addition (CSA) means carry save adder that operates on condi-
tional sum adder concept. Sum and carries are evaluated by considering the 
input carry as 1 and 0 whatever the carry is generated. When original carry3 
is generated, then the original values of sum and carry are selected by using 
a multiplexer (Fig. 14.3).3

FIGURE 14.3  Example of carry save addition (CSA) tree. Adapted from Ref. [2].
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14.2.3  CLA ADDER

A carry-look-ahead adder (CLA)4 is the fastest adder used in digital circuits 
(Fig. 14.4).

FIGURE 14.4  Block diagram of carry-look-ahead adder. Adapted from Ref. [2].

14.3  PROPOSED DESIGN

The block diagram of proposed design using fusion technique of sum-product 
operator in MB form using direct recoding concept is ejected in Figure 14.5. 
In this changed design, the adder circuit is inserted into multiplier circuit by 
using fusion technique.

FIGURE 14.5  Proposed design of sum-to-modified booth recoder.
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14.4  SUM-TO-MODIFIED BOOTH RECODING TECHNIQUE

In this sum-to-modified booth (SMB) scheme, we change the sum of two 
consecutive digits of input A with two consecutive bits of input B5 into only 
one MB digit as Y.

14.4.1  SMB1 RECODING SCHEME

In these schemes, the first one is the important scheme that is shown in 
Figure 14.6. The implemented first recoding technique is called SMB1 
recoding scheme. This technique is explained in detail for both even and 
odd bit width of input numbers in below explanations.

FIGURE 14.6  SMB1 recoding scheme for (a) even and (b) odd number of bits.

14.4.2  SMB2 RECODING SCHEME

The second essential approach of this SMB scheme is referred as SMB2 that 
is shown in Figure 14.7. SMB2 is evaluated for both even and odd number 
of inputs. Initially, it considers the values as c0,1 = 0 and c0,2 = 0.
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FIGURE 14.7  SMB2 recoding scheme for (a) even and (b) odd number of bits. Adapted 
from Ref. [4].

14.4.3  SMB3 RECODING SCHEME

The last and final scheme is the combination of both designed half adder 
(HA) and full adder (FA) which is taken as SMB3.6 It is explained in detail 
along with figures for both even and odd number of inputs (Fig. 14.8).4 At 
starting, the system considers the carry values as c0,1 = 0 and c0,2 = 0.

14.5  PERFORMANCE EVALUATION

14.5.1  THEORETICAL ANALYSIS

The theoretical generation and practical observation of both existing and 
proposed systems in terms of occupied area and delay in critical path are 
shown in Figure 14.9 and below tables. This analysis of circuits is based 
on the unit gate model. More specifically, for the quantitative comparisons, 
the two-input primitive gates (NAND, AND, NOR, OR) count as one gate 
equivalent for both area and delay, whereas the two-input XOR, XNOR 
gates count as two gate equivalents.7 The area of FA and an HA is 7 and 3 
gate equivalents, respectively. The delays of the sum and carry outputs of an 
FA are 4 and 3 gate equivalents, respectively, while those of an HA are 2 and 
1.8 All the aforementioned information is summarized in Table 14.2.
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FIGURE 14.8  SMB3 recoding scheme for (a) even and (b) odd number of bits. Adapted 
from Ref. [4].

TABLE 14.2  Area and Delay of Various Components in the Unit Model.

Components Area (gate equivalents) Delay (gate equivalents)
NAND-2, NOR-2 Ag Tg

NAND-3, NOR-3 2Ag 2Tg

XOR, XNOR 2Ag 2Tg

HA 3Ag THA,carry = Tg

THA,sum = 2Tg

FA 7Ag TFA,carry = 3Tg

TFA,sum = 4Tg

Table 14.3 summarizes the area complexity and the critical delay of the 
proposed recoding schemes SMB1, SMB2, SMB3, and the existing scheme.
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TABLE 14.3  Area and Delay of Existing and Proposed Recoding Schemes.

Design Area complexity Critical delay

Conventional 6AHA + 2Axor + Ag = 23Ag THA,sum + THA,sum + THA,sum + Txor + Tg = 9Tg

SMB1 2AFA + 2Axor + Ag = 19Ag TFA,carry + 2Tg + Txor + Tg = 8Tg

SMB2 AFA + 2AHA + 2Axor + Ag = 18Ag THA,carry + 2Tg + THA,sum + Txor + Tg = 8Tg

SMB3 AFA + 2AHA + 2Axor + Ag = 18Ag THA,carry + 2Tg + THA,sum + Txor + Tg = 8Tg

14.6  SIMULATION RESULT

FIGURE 14.9  Simulation result of SMB scheme.

14.7  CONCLUSION

Finally, the authors concluded that in this project, the area occupation in 
circuit is decreased by fused add–multiply (FAM) operator using fusion 
technique. Authors designed a structured system for the direct recoding of 
the sum of two numbers to its MB form. For these supplements, authors 
discovered the three alternative designs of the proposed SMB constructer 
and compared them with already existing recoding schemes. When these 
circuits are designed in FAM operators, they show increased performance 
criteria when compared with most of the efficient schemes.9
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The input power consumption may be decreased by the following two 
conditions that are considered in the future reference for low-power VLSI 
design.

The bit size may be increased, that is, number of bits considered may be 
increased in the encoding scheme using MB technique.

The power consumption can be reduced by improving the partial product 
compression ratio.
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CHAPTER 15

ABSTRACT

This project presents a Low power programmable pseudo-random pattern 
generator which is more suitable for built in self test (BIST) structures used 
for testing of VLSI circuits. The purpose of the BIST is to reduce power 
dissipation without affecting the fault coverage. This LP-programmable 
pseudorandom pattern generator produce pseudo random test patterns with 
desired toggling level and also enhanced fault coverage compared with 
other BIST PRPG. It comprised of finite state machine LFSR driving a 
phase shifter and it allows the device to produce binary sequence with 
preselected toggling activity. Generator is automatically controlled 
providing easy and precise tuning. Furthermore, this project introduces a 
test compression method to avoid repeated pattern generation for testing 
the same device.

15.1  INTRODUCTION

After a digital circuit has been designed, it is fabricated in the form of silicon 
chips. The fabrication process is not perfect and due to various reasons, 
the manufactured circuit in silicon may develop defects that may prevent 
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its correct functioning. A manufacturing test performs the crucial task of 
identifying those silicon chips that do not function as expected. It involves 
exercising the functionality of the circuit under test (CUT) by applying appro-
priate test signals to its inputs and observing the responses.1 If the responses 
of the CUT match the expected responses, then the CUT is considered good, 
else it is labeled as bad. Thus, the goal of testing is to correctly identify a 
good chip as good and a bad chip as bad. To perform the test, we have to use 
conventional approach tester. However, a built-in self-test (BIST) technique 
has been elaborated in which some of the tester functions are incorporated 
on the chip enabling the chip to test itself.8 BIST provides a number of well-
known advantages. It eliminates the need for expensive testers. It provides the 
fast location of failed units in a system because the chips can test themselves 
concurrently; Figure 15.1 is shows the architecture for BIST.

FIGURE 15.1  Architecture of BIST.

To test the circuit, we have to consider that as the CUT. When the test 
control signal enables, then test pattern generator applies test patterns to the 
CUT and an output response analyzer (ORA) checks the output responses. 
ORA will decide whether CUT will pass or fail. When the test control signal 
disables, testing process is finished.7 Test pattern generator is the main block 
in BIST. It generates a set of test patterns to provide high fault coverage to 
speed up the testing process. The attractive testing approach for BIST is 
pseudorandom testing. A linear feedback shift register (LFSR) is used to 
apply pseudorandom patterns to the CUT. An LFSR can also be used as an 
ORA, thereby serving a dual purpose.

BIST is not sufficient for testing when random patterns are used. To 
avoid this, we have to modify CUT to make it random pattern testable and 
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also modify the test pattern generator to generate patterns that detect the 
random pattern resistant faults. This modification enables automated design 
of pseudorandom BIST implementations that enhance fault coverage and 
minimize the area.

Pseudorandom pattern generator (PRPG) is the method used as test 
pattern generator for BIST to enhance fault coverage. An LFSR is used 
as a PRPG where the input is a linear function of two or more bits. The 
exclusive-OR (XOR) gate is used in the feedback section of the LFSR to 
act as PRPG. It contains D flip-flop and XOR gates. The LFSR main part is 
a shift register. It is used to shift the positions of the content in the register.3

This chapter is organized as follows. Section 15.2 introduces existing 
methods. Preselected toggling (PRESTO) generator and fully operational 
PRESTO generator with the operation are explained in detail. Section 15.3 
introduces proposed work in detail. Section 15.4 gives the simulated results. 
This chapter concludes with a variety of experimental results and finally 
wraps up with Section 15.5.

15.2  BASIC ARCHITECTURE OF PRESTO GENERATOR

To test integrated circuits and systems, pseudorandom BIST generators are 
used. The collection of pseudorandom generators includes LFSRs, cellular 
automata, and accumulators controlled by a constant value. A large number 
of random patterns have to be generated for the circuits to hard-to-detect 
faults. Later, high fault coverage pattern generators are achieved. Generally, 
we use clock-gating method; two nonoverlapping clocks control the even 
and odd scan cells of the scan chain to reduce the shift power dissipation.

To reduce the switching activities in scan chain, a pseudorandom BIST 
scheme was proposed. To detect the faults, we require extra test hardware 
to store additional deterministic test patterns or by inserting test point into 
the mission logic. To avoid this problem, an accumulator-based weighted 
pattern generator technique was introduced. This technique uses one of 
three weights for test patterns namely 0, 1, and 0.5; therefore, it reduced test 
application time in accumulator-based test pattern generation.2

In this chapter, we propose a PRPG for BIST applications. By using 
PRESTO levels, we are reducing the switching activity of the generator 
during scan loading. To reduce the test power, we applying each pattern 
generated a vector to each PRPG output, which can minimize the input transi-
tion, and the number of distinct patterns in a sequence meets the requirement 
of fault coverage for CUT and the sequence does not contain any repeated 
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patterns. The conventional algorithm of changing the test vectors produced 
by LFSR contains extra hardware to get more correlated test vectors with a 
low number of transitions; they reduce the randomness in the patterns but 
having lower fault coverage and higher test time.4

The linear relations are selected from a pattern or consecutive vectors, 
which is the benefit of using sequential decompressor to generating a 
sequence. Hence, the proposed test pattern generator (TPG) can be easily 
implemented by hardware. An n-bit PRPG is connected with a phase shifter 
feeding scan chain from a kernel of the generator producing the actual pseu-
dorandom test patterns. A PRPG is implemented by using ring generator 
or LFSR. n-Hold latches are used between the PRPG and phase shifter. An 
n-bit toggle control register is controlling each stage of the individual latch 
as shown in Figure 15.2. Latch that enables input is asserted, the given 
latch is transparent for data going from the PRPG to the phase shifter, and 
it said to be in toggle mode. When it disables, it captures and saves, for a 
number of clock cycles, the corresponding bit of PRPG, thus feeding the 
phase shifter with a constant value. It is now in the hold mode. It is worth 
noting that each phase shifter output is obtained by XOR-ing outputs of 
three different hold latches. Therefore, every scan chain remains in a low-
power mode provided only disabled hold latches drive the corresponding 
phase shifter output.

FIGURE 15.2  Architecture of a PRESTO generator.
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The contents of toggle registers are zeros (0s) and ones (1s). 1s indicate 
latches in the toggle mode, thus transparent for data. Their fraction deter-
mines a scan switching activity. The control register is reloaded once per 
pattern with shift register content. The enable signals injected into the shift 
register are produced in a probabilistic fashion. Using the original PRPG 
with a programmable set of weights, the weights are determined by four 
AND gates producing 1s with the probability of 0.5, 0.25, 0.125, and 0.0625, 
respectively. The OR gate allows choosing of probabilities beyond simple 
powers of 2. A 4-bit register switching is used to activate AND gates and 
allows selecting a user-defined level of switching activity. For example, if 
the switching code is 0100, 25% of the control register will set to 1, and thus 
25% of hold latches will be enabled. Given the phase shifter structure, one 
can assess that the amount of scan chains receives constant values and thus 
the expected toggling ratio.

An additional 4-input NOR gate detects the switching code 0000, which 
will switch the LP functionality off. Note that when working in the weighted 
random mode, the switching level selector ensures statistically the stable 
content of the control register in terms 1s it carries. As a result, the same 
fraction of scan chains will stay in the LP mode even when low toggling 
chains will keep changing from one test pattern to another. It will correspond 
to a certain level of toggling in the scan chains.

15.2.1  FULLY OPERATIONAL PRESTO GENERATOR

This section presents additional features that make the PRESTO generator 
fully operational in a wide range of desired switching rate. This approach 
splits up a shifting period of every test pattern into a sequence of alternating 
hold and toggle intervals. We use a T-type flip-flop to move the generator 
back and forth between these two intervals. T flip-flops switch whenever 
there is a 1 on its input data. If it is set to 0, the generator enters the hold 
period with all latches temporarily disabled. This is accomplished by placing 
AND gates on the control register outputs which will allow freezing of 
all phase shifter inputs. Only a single scan chain crosses a given core. Its 
abnormal toggling may cause unacceptable heat dissipation that can only 
be reduced due to temporary hold periods. If the T flip-flop is set to the 
toggling period, then the latches enabled by the control register can pass data 
moving from the PRPG to the scan chains. Two additional parameters kept 
in hold and toggle registers determine how long the entire generator remains 
either in the hold mode or in the toggle mode. To terminate from modes, a 1 
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must occur on the T flip-flop input.3 This weighted pseudorandom signal is 
produced similarly to that of weighted logic used to feed the shift register. 
The T flip-flop also controls four 2-input multiplexers routing data from 
the toggle and hold registers as shown in Figure 15.3. It allows selecting a 
source of control data that will be used in the next cycle to possibly change 
the operational mode of the generator.4

FIGURE 15.3  Fully operational version of a PRESTO generator.

For example, in toggle mode, the input multiplexers observe the toggle 
register. The flip-flop toggles once the logic output is 1, and as a result, all 
hold latches freeze in the last recorded state. Until another 1 occurs on the 
weighted logic output, they will remain in the same state. The occurrence of 
this event is now related to the content of the hold register, which determines 
termination of the hold mode.

15.3  IMPROVED FAULT COVERAGE TEST PATTERN GENERATOR

The architecture consists of an additional block transition controller at 
the output of the phase shifter. The core principle of the decompressor 
is to disable both weighted logic blocks and deploy deterministic data 
control. The content of the toggle control register can now be selected in 
a deterministic manner due to a multiplexer placed in front of the shift 
register. The toggle and hold registers are employed to alternately reset a 
4-bit binary down counter and thus to determine durations of the hold and 
toggle phases. When this circuit reaches the value of 0, it causes a signal 
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to go high to toggle the T flip-flop. The same signal allows the counter 
to have the input data kept in the toggle or hold register entered as the 
next state. Both the down counter and the T flip-flop need to be initialized 
during every test pattern. The initial value of the T flip-flop decides whether 
the decompressor will begin to operate either in the toggle or in the hold 
mode, while the initial value of the counter, further referred to as an offset, 
determines that mode’s duration.5

The LP decompressor reduces switching activity during BIST by reducing 
transitions at scan flip-flops during scan shift operations. Figure 15.4 shows 
an architecture called LP-decompressor TPG with scan chain to the CUT. 
The LP-decompressor TPG comprises an r-stage PRPG, a k-input HOLD 
logics, and a toggle flip-flop (T flip-flop). Hence, it can be implemented with 
very little hardware.5

An immense amount of research has done for BIST test pattern generator 
to achieve high fault coverage with shorter test application time. Typically, 
LFSR-based pseudorandom test sequences were modified either by placing a 
mapping logic between the PRPG outputs and inputs of a CUT or by adjusting 
the probabilities of outputting 0s and 1s so that the resultant vectors capture 
characteristics of test patterns for hard-to-detect faults.6 Test patterns leaving 
PRPG can also be transformed in a more deterministic fashion, along with 
the same lines; we will demonstrate that PRESTO-produced LP test patterns 
are also capable of visibly improving a fault coverage-to-pattern-count ratio. 
Assuming that the toggle control register can also be driven by deterministic 
test data (see the location of an additional multiplexer in the front of a shift 
register in Fig. 15.4), test patterns can be produced with better-than-average 
fault coverage.6

FIGURE 15.4  LP-decompressor TPG with scan chain to the CUT.
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15.4  SIMULATION RESULTS

Figure 15.5 shows the simulation of the PRPG. Figure 15.6 shows simulated 
result of proposed architecture LP-decompressor TPG.

FIGURE 15.5  Pseudorandom pattern generator.

FIGURE 15.6  LP decompressor TPG.

15.5  CONCLUSION

Using PRPG, pseudorandom test patterns are generated with reduced 
switching activity, and thus, power consumption is reduced. The resultant 
test vector can yield desired fault coverage faster than conventional pseudo-
random patterns, also reducing toggling rates to the desired level. HSPICE is 
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the tool used for simulation. Therefore, an attractive low-power and improved 
fault coverage test scheme which allows for trading off test coverage, pattern 
counts, and toggling rates in a very flexible manner. The proposed low power 
and improved fault coverage PRPG can improve test coverage and reduce 
pattern count and toggling rates compared to existing TPGs.
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CHAPTER 16

ABSTRACT

A low-power high-speed 4-2 compressor circuit is proposed for fast 
digital arithmetic integrated circuits. The 4-2 compressor has been widely 
employed for multiplier realizations to base on a new exclusive OR(XOR) 
and exclusive NOR(XNOR) module. The proposed circuit shows that power 
consumption is very less. Power consumption and delay of proposed 4-2 
compressor circuit have been compared with earlier reported circuits and 
proposed circuit is proven to have the minimum power consumption and the 
lowest delay. Simulations have been performed by using Verilog HDL.

16.1  INTRODUCTION

Multipliers are one of the most significant blocks in computer arithmetic 
and are generally used in different digital signal processors. There is 
growing demands for high-speed multipliers in different applications 
of computing systems, such as computer graphics, scientific calcula-
tion, image processing, etc. Speed of multiplier determines how fast the 
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processors will run and designers are now more focused on high speed 
with low-power consumption. The multiplier architecture consists of a 
partial product generation stage, partial product reduction stage, and the 
final addition stage. The partial product reduction stage is responsible for 
a significant portion of the total multiplication delay, power, and area. 
Therefore to accumulate partial products, compressors usually implement 
this stage because they contribute to the reduction of the partial products 
and also contribute to reduce the critical path which is important to main-
tain the circuit’s performance (Fig. 16.1).2

FIGURE 16.1  Structure of 4-2 compressor. Adapted from Ref. [1].

First, all the 8 inputs are fed as input to the AND gates which form 16 
products as shown in the figure and form a tree-like structure. Then, these 
inputs are further fed to half adders,1 full adders (FAs), and compressors 
to reduce the partial products. This is accomplished by the use of 3-2, 4-2 
compressor structures. A 3-2 compressor circuit is also known as FA cell. 
Since these compressors are used repeatedly in larger systems, improved 
design will contribute a lot toward several system performances. The internal 
structure of compressors is basically composed of XOR–XNOR gates and 
multiplexers.

The XOR–XNOR circuits are also building blocks in various circuits 
like arithmetic circuits, multipliers, compressors, parity checkers, etc.1 
Optimized design of these XOR–XNOR gates can improve the performance 
of multiplier circuit. In this chapter, a XOR–XNOR module has been 
proposed and 4-2 compressor has been implemented using this module. 
Using partial product accumulation in proposed circuit reduces power 
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consumption. Following circuit shows that compressor circuit is formed by 
XOR–XNOR gates.2

16.2  COMPRESSOR

One of the major speed enhancement techniques used in modern digital 
circuits is the ability to add numbers with minimal carry propagation. The 
basic idea is that three numbers can be reduced to two, in a 3:2 compressor, 
by doing the addition while keeping the carries and the sum separate. This 
means that all of the columns can be added in parallel without relying on 
the result of the previous column, creating a two-output “adder” with a 
time delay that is independent of the size of its inputs. The sum and carry 
can be recombined in a normal addition to form the correct result. This 
process may seem more complicated and pointless, but the power of this 
technique is that any amount, number of additions can be added together in 
this manner.3 It is only the final recombination of the final carry and sum 
that requires a carry propagating addition. 3:2 Compressor is also known 
as FA. It adds 3-1 bit binary numbers, a sum, and a carry. The FA is usually 
a component in a cascade of adders. The carry input for the FA circuit is 
from the carry output from the cascade circuit. Carry output from FA is fed 
to another FA.

16.3  4-2 COMPRESSOR

The characteristics of the 4-2 compressor are as follows:

•	 The outputs represent the sum of the five inputs, so it is really a 5-bit 
adder as shown in Figure 16.2.

•	 Both carries are of equal weighting (i.e., add “1” to the next column).
•	 To avoid carry propagation, the value of Cout depends only on A, B, C, 

and D. It is independent of Cin.
•	 The Cout signal forms the input to the Cin of a 4-2 of the next column.8

FIGURE 16.2  High level view of the 4-2 compressors.
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The common implementation of a 4-2 compressor is accomplished by 
utilizing two FAs to add binary number cells. 4-2 Compressor is composed 
of two serially connected FAs. With minimal carry propagation, we use 
compressor adder instead of other adder. Compressor is a digital modern 
circuit which is used for high speed with minimum gates which require 
designing technique.4 This compressor becomes the essential tool for 
fast multiplication adding technique on fast processor and lesser area 
(Fig. 16.3).3

FIGURE 16.3  Structure of 3 bits.

4-2 Compressors are capable of adding 4 bits and one carry, in turn 
producing a 3-bit output. The 4-2 compressor has four inputs X1, X2, X3, 
and X4 and two outputs sum and carry along with a carry in (Cin) and a carry 
out (Cout). The input Cin is the output from the previous lower significant 
compressor. The Cout is the output to the compressor in the next significant 
stage. The critical path is smaller in comparison with an equivalent circuit 
to add 5 bits using FAs. However, like in the case of 3-2 compressor, the 
fact that both the output and its complement are available at every stage is 
neglected.5 Thus, replacing some XOR blocks with multiplexers results in 
a significant improvement4 with delay as shown in Figure 16.4. Also, the 
MUX block at the SUM output gets the select bit before the inputs arrive and 
this minimizes the delay9 to a considerable extent.



Design of 4-2 Compressor Using XOR–XNOR Blocks	 191

FIGURE 16.4  4-2 Compressor using XOR–XNOR. Adapted from Ref. [4].

16.4  VHDL SIMULATION RESULTS

The proposed 4-2 compressor using XOR–XNOR gates and MUX has been 
simulated using Xilinx and results are shown in Figures 16.5–16.87.

FIGURE 16.5  Compressor using full adders. Adapted from Ref. [10].
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FIGURE 16.6  Schematic of 4-2 compressor using two full adders.

FIGURE 16.7  Compressor using XOR–XNOR and MUX.

Table 16.1 shows the comparison of 4-2 compressor in both using FA 
and using XNOR and MUX in aspect of power consumption, area, and 
delay.6
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FIGURE 16.8  Schematic of 4-2 compressor using XOR–XNOR and MUX.

TABLE 16.1  Performance Analysis.

Power consumption Using full adder Using XNOR and MUX
0.088 pW 0.081 pW

Area (used LUT) 2 µm 1 µm
Delay 6.837 ns 5.776 ns

16.5  CONCLUSION

A 4-2 compressor circuit based on a new XOR–XNOR designed provides better 
performance. The proposed XOR–XNOR design shows power consumption. 
The XOR provides maximum output delay and XNOR shows delay.9 The 
performance of this circuit has been compared to earlier reported circuits 
in terms of power consumption2 and maximum output delay. The proposed 
circuit result shows better performance than existing circuits in all aspects.3
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CHAPTER 17

ABSTRACT

The alternate operations are used to modify the applications in the digital 
signal processors. Mainly we will design the modified booth recoder with 
the sum of two numbers to increase their performance. The main operation 
that is performed in this technique is multiply and Accumulator (MAC) 
which is used to increase the performance in digital signal processor. This 
is mainly done with Fused Add Multiply (FAM) to reduce the critical path, 
power dissipation and area. This is introduced for the performance of the 
carry look-ahead adders (CLA) to reduce the Area-delay of the design with 
reversible logic gates.

17.1  INTRODUCTION

The main aspect of this design is to compress the complex arithmetic 
circuits. The base of the design consists of adders and multipliers. The 
digital signal processing (DSP) application can perform the large number 
of operations in this architecture.1,2 The performance is mainly obtained in 
DSP applications and the allocation of the arithmetic operations with sign 
bit. This is to improve its performance and design of the arithmetic units in 
this architecture. The operation of adders and multipliers is taken with the 
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help of multiply accumulator and multiply–add3 to increase the area and 
critical path delay, by first taking the adder input to drive the output of the 
multiplier. This can be performed with the direct recoding of the sum of two 
numbers in its MB form to implement this technique.4–6 The conventional 
circuits are mainly used for the combination of the circuits in gate level. The 
proposed technique is used to reduce its area, power dissipation, and critical 
path delay by using this S-MB structure with the alternate booth form with 
signed and unsigned digits with the conventional bit adders of full adder 
(FA) and half adder (HA).

17.2  MODIFIED BOOTH RECODING

Booth’s algorithm gives a pair of bits of the N-bit multiplier in two’s comple-
ment representation. This includes the least significant bits (LSB). For each 
bit, i running from 0 to N − 1, there exists the bits Yi and Yi−1 when these two 
bits are equal and the product accumulator P is left unchanged. The final value 
of P is the signed product.7,8 The multiplicand and product are not specified; 
typically, these are in two’s compliment representation. It proceeds from LSB 
to most significant bit (MSB); starting at i = 0, the multiplication by 2i is then 
replaced by incremental shifting of the P accumulator to the right.

The basic block diagram of the AM operator is to introduce architecture 
of the multiplier (Fig. 17.1).1

FIGURE 17.1  S-MB representation of sum of two numbers A and B.
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This technique is mainly coded with the sum of two numbers in radix-4 
representation.

	 MB
2 1 2 2 12j y j j jY y y+ −= − + + 	 (17.1)

In this, we can assume the multipliers of 2’s compliments with this tech-
nique. In this, we are using three techniques S-MB-1, S-MB-2, and S-MB-3 
with even and odd bits.

Gate level implementation is shown in Figure 17.2 and the partial prod-
ucts that are used to produce k’s partial products are shown in Figure 17.3.

FIGURE 17.2  Gate level implementation.

FIGURE 17.3  Generation of bits.

To generate the partial products, we use the carry save adder Wallace tree 
with the correction term as

	
1

2

0

CT 2
k

j
j

j

Z X Y pp
−

=

= ⋅ = +∑ 	 (17.2)



198	 Electronics and Communications Engineering

Table 17.1 represents the encoding table with three bits showing sign, onej, 
and twoj.

TABLE 17.1  MB Encoding Table.

Binary Yj
MB MB encoding Input carry 

Cin jY2j+1 Y2j Y2j−1 Sign = sj ×1 = 1j ×2 = 2j

0
0
0
0
1
1
1
1

0
0
1
1
0
0
1
1

0
1
0
1
0
1
0
1

0+1
+1
+2
−2
−1
−1
0

0
0
0
0
1
1
1
1

0
1
1
0
0
1
1
0

0
0
0
1
1
0
0
0

0
0
0
0
1
1
1
0

In this technique, we use the sign bits to perform with HAs and FAs (Fig. 
17.4).3 Here, we will use two sign HAs as HA* and HA** and the Boolean 
equations and Tables 17.2–17.53 are shown below.

FIGURE 17.4  Boolean equations for (a) HA* and (b) HA**.

TABLE 17.2  HA* Basic Operation.

Inputs Output value1 Outputs
p(+) q(+) c(+) s(−)
0 0 0 0 0
0 1 +1 1 1
1 0 +1 1 1
1 1 +2 1 0

Output value = −2c + s = −p − q



Implementation of a New VLSI Architecture	 199

TABLE 17.3  HA* Dual Operation.

Inputs Output value2 Outputs
p(−) q(−) c(−) s(+)
0 0 0 0 0
0 1 −1 1 1
1 0 −1 1 1
1 1 −2 1 0

Output value = 2c − s = p + q

TABLE 17.4  HA** Operation.

Inputs Output value3 Outputs
p(+) q(+) c(+) s(−)
0 0 0 0 0
0 1 +1 1 1
1 0 −1 0 1
1 1 0 0 0

Output value = 2c − s = −p + q

TABLE 17.5  FA* Operation.

Inputs Output value2 Outputs
p(−) q(−) Ci(+) C0(+) s(+)
0 0 0 0 0 0
0 0 1 +1 0 1
0 1 0 −1 1 1
0 1 1 0 0 0
1 0 0 −1 1 1
1 0 1 0 0 0
1 1 0 −2 1 0
1 1 1 −1 1 1

Output value = −2c0 + s = −p − q + ci

17.3  BOOTH RECODING TECHNIQUES

17.3.1  S-MB1 TECHNIQUE

In this technique, we use two consecutive bits A and B with A (a2j, a2j+1) 
and B (b2j, b2j+1) (Fig. 17.5). We use FAs and HAs in this technique with 
conventional output as FA*. In this, we are using odd bit width output value 
as FA** (Fig. 17.6).4
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FIGURE 17.5  Boolean equations for (a) FA* and (b) FA**.

FA* = 2c0 − S = p − q + ci	 FA** = −2c0 + S = −p − q + ci

(a)

(b)

FIGURE 17.6  S-MB1 technique for (a) even and (b) odd bit width.
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17.3.2  S-MB2 TECHNIQUE

The second technique is used to describe the even and odd bit width with 
consecutive bits as FA to produce the sum and carry as s2j, c2j+1 and the inputs 
of FA are a2j, b2j, c2j,1. In this, the output sum s2j is driven by the carry c2j+1 
and the inputs of HA with a2j, b2j. The output value of this technique is HA* 
(Fig. 17.7).5

HA* = −2C + S = −p − q

(a)

(b)

FIGURE 17.7  S-MB2 technique for (a) even and (b) odd bit width.
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17.3.3  S-MB3 TECHNIQUE

In this technique, we introduce the S-MB3 architecture, where the sum s2j 
and carry c2j+1 are to produce FA, so the c2j,1 is used as output carry of HA* 
and inputs as a2j, b2j, the output value as HA** (Fig. 17.8).5

HA** = 2c – s = −p + q

(a)

(b)

FIGURE 17.8  S-MB3 technique for (a) even and (b) odd bit width.
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17.3.4  UNSIGNED INPUT NUMBERS

In this technique, we are using input bits both A and B as unsigned numbers 
and also using the S-MB schemes as even and odd, regarding whether the 
input as A and B in the sign MSB (Figs. 17.9–17.13).6

(a)

(b)

FIGURE 17.9  Unsigned input technique S-MB1 for (a) even and (b) odd.
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(a)

(b)

FIGURE 17.10  Unsigned input numbers S-MB2 for (a) even and (b) odd.
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(a)

(b)

FIGURE 17.11  Unsigned input numbers S-MB3 for (a) even and (b) odd.
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17.4  RESULTS AND COMPARISONS

17.4.1  RTL SCHEMATIC

FIGURE 17.12  Conventional register-transfer level (RTL) schematic.

FIGURE 17.13  Bit adder register-transfer level (RTL) schematic.

17.4.2  S-MB1 RECODING TECHNIQUE

This is the output waveform of signed S-MB1 recoding technique for both 
even and odd bit width (Fig. 17.14).5
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(a)

(b)

FIGURE 17.14  S-MB1 recoding technique for (a) even and (b) odd.

17.4.3  S-MB2 RECODING TECHNIQUE

This is the output waveform of signed S-MB2 recoding technique for both 
even and odd bit width (Fig. 17.15).5

(a)

(b)

FIGURE 17.15  S-MB2 recoding technique for (a) even and (b) odd.
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17.4.4  S-MB3 RECODING TECHNIQUE

This is the output waveform of signed S-MB3 recoding technique for both 
even and odd bit width (Fig. 17.16).6

(a)

(b)

FIGURE 17.16  S-MB3 recoding technique for (a) even and (b) odd.

17.4.5  UNSIGNED INPUT NUMBERS OF S-MB1 RECODING 
TECHNIQUE

This is the output waveform for unsigned input numbers of S-MB1 recoding 
technique for both even and odd bit width (Fig. 17.17).6

(a)

(b)

FIGURE 17.17  Unsigned input numbers of S-MB3 recoding technique for (a) even and 
(b) odd.
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17.4.6  UNSIGNED INPUT NUMBERS OF S-MB2 RECODING 
TECHNIQUE

This is the output waveform for unsigned input numbers of S-MB2 recoding 
technique for both even and odd bit width (Fig. 17.18).7

(a)

(b)

FIGURE 17.18  Unsigned input numbers of S-MB3 recoding technique for (a) even and 
(b) odd.

17.4.7  UNSIGNED INPUT NUMBERS OF S-MB3 RECODING 
TECHNIQUE

This is the output waveform for unsigned input numbers of S-MB3 recoding 
technique for both even and odd bit width (Fig. 17.19).7

(a)

(b)

FIGURE 17.19  Unsigned input numbers of S-MB3 recoding technique for (a) even and (b) odd.
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17.5  COMPARISONS

In this, we compare the values of area and delay with three different tech-
niques (Tables 17.6 and 17.7).8

TABLE 17.6  Comparison of Area for the Three S-MB Techniques.

Parameters S-MB1 technique S-MB2 technique S-MB3 technique
Even Odd Even Odd Even Odd

Number of slice LUTs 97 77 100 81 100 81
Number of occupied slices 54 49 58 44 58 44
Number of bonded IOBs 42 38 42 38 42 38

TABLE 17.7  Comparison of Delay for the Three S-MB Techniques.

Parameters S-MB1 technique S-MB2 technique S-MB3 technique
Even Odd Even Odd Even Odd

Delay 8.690 ns 7.414 ns 9.640 ns 7.382 ns 9.537 ns 7.280 ns

17.6  CONCLUSION

In this chapter, we simulate the result of booth recoder using S-MB recoding 
technique. This design consists of three recoding techniques, S-MB1, 
S-MB2, and S-MB3. The S-MB techniques are used for both signed and 
unsigned bits with two different cases. It is also used for even and odd 
bit widths. The main purpose of the proposed technique with the existing 
technique is to reduce the area consumption, critical path delay, and power 
consumption with more improvements in its performance.

KEYWORDS

•• sum to modified booth

•• CLA adder

•• alternate booth recoder

•• VLSI architecture

•• full adder

•• half adder
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FIGURE 1.12  Gain plot of the two-element antenna array of mitered bend feed network.

FIGURE 2.11  Gain plot of the two-element antenna array of quarter-wave feed network.
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FIGURE 3.10  Measured return loss for the proposed antenna with various dielectric constants.
Note: Other parameters are the same as in Figure 3.2.

FIGURE 3.11  Measured return loss for the proposed antenna with various substrate 
thicknesses.
Note: Other parameters are the same as in Figure 3.2.



Electronics and Communications Engineering	 C

FIGURE 4.4  Reflection coefficient of the conventional MIMO antenna.

FIGURE 4.5  Reflection coefficient of the proposed octagon split-ring MIMO antenna.
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FIGURE 4.6  3D plot of conventional MIMO antenna gain.

FIGURE 4.7  3D plot of octagon split-ring MIMO antenna gain.
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FIGURE 4.8  VSWR of octagon split-ring MIMO antenna.

FIGURE 4.9  Correlation coefficient of octagon split-ring MIMO antenna.
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FIGURE 10.1  Uplink and downlink achievable sum SE as a function of the number of BS 
antennas for K = 10.
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FIGURE 10.2  Power scaling law for K = 10, N = 3, ar = 0, and at = 0.4.
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FIGURE 10.3  Achievable sum SE as a function of Nk for M = 200.
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FIGURE 12.3  Capacity over different paths with partial and opportunistic relay selection 
and fixed PU transmitting power.
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FIGURE 12.4  Capacity over different paths with partial and opportunistic relay selection 
and fixed interference threshold.



N	 Electronics and Communications Engineering

FI
G

U
R

E 
22

.1
0 

Th
e 

os
ci

lla
tio

n 
of

 th
e 

vo
lta

ge
 a

nd
 c

ur
re

nt
 w

av
ef

or
m

.



Electronics and Communications Engineering	 O

FI
G

U
R

E 
28

.7
 

C
om

pa
ris

on
 o

f d
iff

er
en

t a
lg

or
ith

m
s.



http://taylorandfrancis.com


DESIGN OF A BAUGH–WOOLEY 
MULTIPLIER IN QUANTUM DOT 
CELLULAR AUTOMATA USING AN 
AREA OPTIMIZED FULL ADDER

B. RAMESH1* and M. ASHA RANI2

1Department of Electronics and Communication Engineering, Kamala 
Institute of Technology & Science, Huzurabad 505468, Telangana, 
India

2Department of Electronics and Communication Engineering, JNTUH 
College of Engineering, Hyderabad 500085, Telangana, India

*Corresponding author. E-mail: Brameshb2@rediffmail.com

CHAPTER 18

ABSTRACT

The Quantum dot Cellular Automata (QCA) is an emerging nanotechnology 
that has significant attractive characteristics such as smaller size, lower power 
consumption, and fast speed than conventional transistor-based comple-
mentary metal-oxide-semiconductor technology. To explore the features 
of QCA technology, the digital circuit designs have been investigated. The 
arithmetic, logic, and memory circuit designs have been most interesting 
area of research from the last decade. This paper presents an area-efficient 
QCA Baugh-Wooly multiplier design using a novel area optimized QCA 
full adder. The design proposed is simulated in QCA designer; the results 
obtained confirm that the QCA layout area is reduced by 11–78%. Further, 
the cell count is reduced by 13–49% with optimum latency in comparison 
with existing multiplier designs.

mailto:Brameshb2@rediffmail.com
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18.1  INTRODUCTION

The nanoelectronic technology has been the emerging area to the 
research community since the last decade because the nanoelectronic 
devices have an upcoming alternative to the conventional complementary 
metal-oxide-semiconductor (CMOS) based transistors in very-large-scale 
integrationtechnology, to overcome the challenges in CMOS technology at 
nanometer scales. To increase the density of digital systems for portable, 
low-power designs, the traditional CMOS technology is playing vital role 
for the past few decades. But for the past few years at nanometer scale, 
CMOS technology is facing new challenges, which are short channel effects 
like subthreshold leakage currents, drain-induced barrier lowering, hot 
carrier effects, velocity saturation, punch-through, etc.1 To overcome CMOS 
design challenges, in the year 2007, ITRS has identified few nanoelectronic 
technologies, like resonant tunneling diode, quantum dot cellular automata 
(QCA), carbon nanotubes, single electron transistor, etc., to replace CMOS 
transistor-based technology. In all these technologies, QCA seems to be an 
attractive alternative technology for the CMOS technology with its similarity 
in top-down approach.2

Lent3 in 1993 introduced QCA technology as an attractive alternative 
to replace the conventional CMOS technology. In recent years, QCA has 
gained a lot of popularity due to its computing features for logic functions 
at nanometer scale. QCA technology provides very high density, high 
operational frequency (THz range)4,5 and very low power consumption.6 
In this chapter, a novel area-optimized, high-performance QCA Baugh–
Wooley multiplier is presented. It takes the advantage of area-efficient 
QCA full adder (FA)14 in the implementation of addition operation in 
multiplication. QCA layout of a 4-bit multiplier is designed and simulated 
in QCADesigner.7 The results of proposed design are compared with its 
existing counterparts8–11 for the QCA design metrics cell count, area, and 
latency (number of clock cycles).12

The rest this chapter is organized as follows: brief introduction of QCA, 
clocking schemes, and QCA wire crossovers are covered in Section 18.2. A 
brief report on related previous work is presented in Section 18.3. The design 
of proposed efficient Baugh–Wooley multiplier is presented in Section 18.4. 
The results and comparison of design metrics of proposed with existing 
designs are presented in Section 18.5. Finally, conclusions are presented in 
Section 18.6.
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18.2  QCA BASICS

18.2.1  CELL, WIRE, AND GATES

The logic states in QCA technology are based on the individual electron loca-
tion, instead of voltage levels in conventional CMOS technology. The basic 
component in QCA technology is a quantum dot of a 5-nm diameter single 
electron container, and primitive logic element in QCA is a 18-nm × 18-nm 
square nanostructure called QCA cell, which consists of four quantum dots at 
the corners of cell; there is 5 nm spacing between the dots and 20 nm spacing 
between the centers of two adjacent cells. A QCA cell contains two electrons 
and two empty dots and always electrons reside in diagonally opposite dots 
due to columbic repulsion. The polarization of a QCA cell defined based 
on the position of electrons in the cell (Fig. 18.1); the polarization P = −1 
represents binary 0 and the P = +1 represents binary 1.13 The electrons in a 
QCA cell can only tunnel between dots inside a cell but not between cells 
due to high barriers between cells.

FIGURE 18.1  QCA cells, polarization P = −1 represent binary 0 and P = +1, binary 1.

A wire in QCA is an array of cells (Fig. 18.2) to transmit signal from one 
cell to the next cell. An inverter and majority gate are basic logic computing 
elements in QCA. There are two types of inverters14 in QCA designs; one using 
four cells and second one using seven cells (Fig. 18.3) complement the given 
input. A three input majority gate consists of five cells and produces majority 
logic output based on the three binary inputs (Fig. 18.4). The logic function of 
majority gate is Y = M(A, B, C) = AB + BC + CA for the binary inputs A, B, C. 
For C = 0, it becomes AND gate, and for C = 1, it becomes OR gate.

FIGURE 18.2  QCA wire.
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FIGURE 18.3  QCA inverters.

FIGURE 18.4  QCA three input majority gate.

18.2.2  CLOCKING SCHEMES IN QCA

Clock signals in QCA design are used to excite the QCA cells; there are four 
clocking phases—switch, hold, release, and relax15 (Fig. 18.5). Each phase 
has a shift of 90°. In clock switch phase, the cell begins with unpolarized 
low potential barriers, and the barriers rise to high during this phase. During 
the clock hold phase, the potential barriers held at high, during the release 
phase, the potential barriers are lowered, and finally during the relax phase, 
the barriers remain at low and keep the cell in an unpolarized state.
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FIGURE 18.5  Clocking phases in QCA.

18.2.3  WIRE CROSSOVERS IN QCA

Two wire crossovers are used in QCA designs,12 one is coplanar wire 
crossover and second one is multilayer wire crossover. The coplanar wire 
crossovers are designed using four clock zones for QCA cells, and they are 
clock 0, clock 1, clock 2, and clock 3, each clock zone has a phase difference 
of 90°. The QCA cells with clock 0 and clock 2 are phase shifted by 180° and 
the intersection of these two types of cells can form a coplanar crossover. 
Similarly, a QCA cell with clock 1 and clock 3 are shifted by 180° and these 
two types can form a coplanar wire crossover (Fig. 18.6). A multilayer wire 
crossover is designed using four QCA layers (Fig. 18.7). The type of wire 
crossovers used in circuits is one of the major QCA design metrics, because 
the fabrication cost of multilayer wire crossover is three times of the cost of 
coplanar wire crossover.12

FIGURE 18.6  Coplanar wire crossovers in QCA.
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FIGURE 18.7  Multilayer wire crossover in QCA.

18.3  RELATED WORK

The QCA multipliers designed earlier were presented in Refs. [8–11]. 
A bit-serial multiplier design in Ref. [8] used carry flow adder and carry 
look-ahead adder for addition operation in the multiplication; its delay is 
high because it is serial adder. A serial-parallel multiplier presented in Ref. 
[9] used bit-serial adder for the implementation, so the delay of design is 
very high. The Wallace and Dadda multiplier presented in Ref. [10] is more 
complex and high delayed, and a Baugh–Wooley multiplier presented in Ref. 
[11] used multilayer wire crossover-based adders for the implementation of 
addition operation for multiplication; its complexity is very high in terms of 
QCA design metrics. In this chapter, an area-efficient multiplier is presented, 
which uses an area-optimized QCA FA14 for the addition operation in multi-
plication. The coplanar wire crossover-based FA in this multiplier reduces 
the circuit complexity. The designed QCA layout is simulated in QCADe-
signer;7 results obtained from the QCA implementation are compared with 
its existing counterparts.

18.3.1  PROPOSED BAUGH–WOOLEY MULTIPLIER IN QCA

The multiplication in Baugh–Wooley approach is performed for two’s 
complement numbers A and B (A3A2A1A0 and B3B2B1B0, respectively), and 
the product is given by P7P6P5P4P3P2P1P0 (Fig. 18.8).

The partial products of the multiplication (Fig. 18.8) are implemented 
using an AND gate form of the three input majority gate, and an area-optimized 
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QCA FA14 is used to implement the FA blocks in a Baugh–Wooley multiplier 
(Fig. 18.9). The area and QCA cell count of the proposed multiplier are 
reduced with optimum circuit delay.

FIGURE 18.8  4-bit Baugh–Wooley multiplication.

FIGURE 18.9  Circuit diagram of 4-bit Baugh–Wooley multiplier.

The block diagram of a novel area-optimized QCA FA and its QCA 
layout is designed in QCADesigner7 using three majority gates, two 
inverters, and two wire crossovers (Fig. 18.10). Logic functions expression 
in majority gate functions of a FA carry and sum are given in eqs 18.1 and 
18.2, respectively. To reduce the QCA cost function, coplanar crossovers are 
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used instead of multilayer crossovers.12 A FA for Baugh–Wooley multiplier 
presented in Ref. [11] was implemented with 78 QCA cells, 0.06 µm2 area, a 
novel FA for multiplier designed only with 52 QCA cells, and 0.38 µm2 area 
to optimize the multiplier.

	 Cout = M (a,b,c)	 (18.1)

	 ( )1 1
out ( ), , , ,S M C M a b c c= 	 (18.2)

where a, b, and c are inputs and output carry is Cout, and output sum is S. 
Equations (18.1) and (18.2) can be expanded to find the logic functions of 
carry and sum of a FA as given below.

	

( ) ( ){ } ( )
( )( )

out
1 1 1 1 1

1 1 1 1 1 1

1 1 1 1 1 1

C ab bc ca

S ab bc ca ab bc ac c ab bc ac c

a b b c c a a b c abc

a b c ab c a bc abc a b c

= + +

= + + + + + + + +

= + + + + +

= + + + = ⊕ ⊕

FIGURE 18.10  Circuit diagram and QCA layout of area optimized full adder.

The circuit diagram of proposed area-optimized QCA Baugh–Wooley 
multiplier with 12 FAs, and QCA layout design using an area-optimized 
QCA FA are shown in Figures 18.9 and 18.11, respectively. Results obtained 
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from proposed design compared with previous designs are presented in the 
next section.

FIGURE 18.11  QCA layout of 4-bit Baugh–Wooley multiplier.

18.4  RESULTS AND COMPARISON

QCA layout of proposed Baugh–Wooley multiplier is designed using 
QCADesigner.7 For the simulation here selected, QCA cell height and width 
are 18 nm, quantum dot diameter is 5 nm, and distance between centers of 
two adjacent cells is 20 nm. The simulation-type setup is chosen as vector 
table and coherence vector engine setup has been used for simulation.

The results of proposed design are compared with its existing coun-
terparts for QCA design metrics as illustrated in Table 18.1. The obtained 
results confirm that the area of proposed design is reduced by 11–78%. 
Further, the QCA cell count is reduced by 13–49% with optimum number 
of clock cycles.
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TABLE 18.1  Comparison of Results.

Adder Cell count Area (µm2) No. of clock cycles
4 × 4 Wallace10 3295 7.39 10
4 × 4 Dadda10 3384 7.51 12
4-bit Serial–parallel8 406 0.4935 8
4 × 4 Baugh–Wooley11 1982 1.8 4.75
Proposed 1726 1.6 4.75

18.5  CONCLUSION

In this chapter, design of a new area-efficient QCA-based Baugh–Wooley 
multiplier is presented. A 4 × 4 multiplier QCA layout is designed using 
a novel area-efficient QCA FA. The proposed multiplier layout simulated 
in QCADesigner, the area occupancy is up to 11% less than the best 
existing counterparts, and cell count is saved up to 13% in comparison to 
the best previous designs with an optimum clock delay. Further, the circuit 
complexity is reduced significantly by using coplanar wire crossovers in 
place multilayer wire crossovers.

KEYWORDS

•• nanoelectronic technology

•• nanoelectronic devices

•• CMOS technology

•• quantum dot cellular automata

•• carbon nanotubes

REFERENCES

1.	 Kim, Y. B. Challenges for Nanoscale MOSFETs and Emerging Nanoelectronics. IEEE 
Trans. Electr. Electron. Mater. 2010, 11 (3), 93–105.

2.	 International Technology Roadmap for Semiconductors (ITRS). http://www.itrs2.net, 
2007.

3.	 Lent, C. S.; Tougaw, P. D.; Porod, W.; Bernstein, G. H. Quantum Cellular Automata. 
Nanotechnology 1993, 4 (1), 49–57.

http://www.itrs2.net


Design of a Baugh–Wooley Multiplier	 223

4.	 Lu, Y.; Liu, M.; Lent, C. S. Molecular Quantum-dot Cellular Automata: From Molecular 
Structure to Circuit Dynamics. J. Appl. Phys. 2007, 102 (3), 034311-1–034311-7.

5.	 Lu, Y.; Liu, M.; Lent, C. S. Molecular Electronics—From Structures to Circuit 
Dynamics. In Proc. 6th IEEE Conf. Nanotechnology, July 2006; pp 62–65.

6.	 Blair, E. P.; Yost, E.; Lent, C. S. Power Dissipation in Clocking Wires for Clocked 
Molecular Quantum-dot Cellular Automata. J. Comput. Electron. 2010, 9 (1), 49–55.

7.	 Walus, K.; Dysart, T.; Jullien, G. QCADesigner: A Rapid and Simulation Tool for 
Quantum-Dot Cellular Automata. IEEE Trans. Nanotechnol. 2004, 3 (1), 26–29.

8.	 Cho, H.; Swartzlander, E. Adder and Multiplier Design in Quantum-dot Cellular 
Automata. IEEE Trans. Comput. 2009, 58 (6), 721–727.

9.	 Walus, K.; Jullien, G.; Dimitrov, V. Computer Architecture Structures for Quantum 
Dot Cellular Automata. In Record of Thirty-seventh Asilomar Conference on Signals, 
Systems and Computers, 2003; pp 1435–1439.

10.	 Kim, S.; Swartzlander, E. Parallel Multiplier for Quantum Dot Cellular Automata. In 
Proc. of IEEE Nanotechnology Materials and Devices Conference, 2009; pp 68–72.

11.	 Pudi, V.; Sridharan, K. Efficient Design of Baugh–Wooly Multiplier in Quantum Dot 
Cellular Automata. In Proc. of 13th IEEE Int. Conf. on Nanotechnology, Beijing, China, 
August 5–6, 2013.

12.	 Liu, W.; Liang, L.; O’Neill, M.; Swartzlander, E. E. A First Step Towards Cost Functions 
for Quantum Dot Cellular Automata Designs. IEEE Trans. Nanotechnol. 2014, 13 (3), 
476–487.

13.	 Lent, C. S.; Tougaw, P. D. A Device Architecture for Computing with Quantum Dots. 
Proc. IEEE 1997, 85 (4), 541–557.

14.	 Ramesh, B.; Asha Rani, M. Design of Binary to BCD Code Converter Using Area 
Optimized Quantum Dot Cellular Automata Full Adder. Int. J. Eng. 2015, 9 (4), 49–64.

15.	 Walus, K.; Jullien, G. A. Design Tools for an Emerging SOC Technology: Quantum-dot 
Cellular Automata. Proc. IEEE 2006, 94 (6), 1225–1244.



http://taylorandfrancis.com


PART IV

Embedded Systems



http://taylorandfrancis.com


DESIGN AND ANALYSIS OF A HYBRID 
4-2 APPROXIMATE COMPRESSOR FOR 
MULTIPLICATION

K. SATISHA* and M. V. GANESWARA RAO

Department of ECE, SVECW, Bhimavaram, Andhra Pradesh, India

*Corresponding author. E-mail: kodi.satisha@gmail.com

CHAPTER 19

ABSTRACT

In most digital signal processing (DSP) systems, one of the key hardware 
block is a multiplier. In a typical DSP applications, a multiplier plays 
an important role that includes digital communications, digital filtering, 
and spectral analysis. Many present that DSP applications are targeted 
at portable, battery-operated systems so that one of the primary design 
constraint is a power dissipation. In the design field, there are many 
multipliers available to increase the performance level. In this chapter, 
approximate compressors used in a parallel multiplier are proposed. The 
two new approximate 4-2 compressors propose that the simplified compres-
sors have better power consumption than the optimized 4-2 compressor 
existing designs. The renovation module of a parallel multipliers are going 
to use these approximate compressors. For a parallel multiplier, four 
different outlines exploiting the proposed approximate compressors are 
proposed and analyzed. The design of multiplier relies on the compressor 
and can meet with the respect to the circuit-based design. The results of 
the proposed design show and accomplish substantial declines in delay, 
transistor count, and power dissipation compared to an exact compressor 
design; likewise, two of the future multiplier designs offer an brilliant 
proficiencies for multiplication of an image.
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19.1  INTRODUCTION

Digital logic circuits are used in the implementation of most computer arith-
metic applications, thus operating with a good precision and high degree of 
reliability. However, many applications such as image processing and multi-
media can tolerate errors and imprecision in computation and still produce 
useful and meaningful results. Algorithms and accurate and precise models 
are not always efficient or suitable for use in these applications. The model 
of approximate computation relies on relaxing completely deterministic 
building modules and fully precise when, for example, designing energy 
efficient systems. This allows imprecise computation to redirect the existing 
design process of systems and digital circuits by taking advantage of a 
decrease in cost and complexity with possibly a potential increase in power 
efficiency and performance.

In today’s digital signal processing and various other applications, 
multipliers play an important role. With the advances in technology, 
many researchers are trying to design multipliers which offer either of the 
following design targets—low power consumption, high speed, regularity 
of layout, and hence less area—or even combination of them in single 
multiplier which makes them suitable or efficient for various low power, 
high speed, and compact very large-scale integration implementation. In 
computer arithmetic operations, multiplication and addition are widely 
used; for approximate computing, full adder cells have been extensively 
analyzed for addition.1,2–4 These adders compared and proposed several new 
metrics for evaluating probabilistic and approximate adders with respect 
to the unified figures of merit for design assessment for approximate 
computing applications. For each input to a circuit, the error distance (ED) 
is defined as the arithmetic distance between the correct output and an 
erroneous output.1 The trade-off between power and precision has also been 
quantitatively evaluated in Ref. [1].

However, the design of inexact multipliers has received less attention. 
Multiplication is the repeated sum of partial products; however, the straight-
forward application of inexact adders when designing an approximate multi-
plier is not good because it would be very inefficient in terms of hardware 
complexity, precision, and other performance metrics. Several approximate 
or inexact multipliers are proposed in the literature.4–7 A truncated multipli-
cation method uses most of these design models; they estimate that the least 
significant columns of the partial products are constants. In Ref. [4], neural 
network application uses an imprecise array multiplier by omitting some of 
the least significant bits in the partial products (in the array, some adders 
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are removed). In Ref. [5], a truncated multiplier is proposed with a correc-
tion constant. This design computes the sum of the n + k most significant 
columns of the partial products and truncates the other n − k columns for an 
n × n multiplier. Then, the result of n + k bit is rounded to n bits. In the next 
step, the rounding error (i.e., the error is generated by rounding the result to 
the n bits) and reduction error (i.e., the error is generated by truncating the 
n − k least significant bits) are found. To the estimated value of the sum of 
these errors to reduce the ED, the correction constant (n + k bits) is selected 
to be as close as possible.

If the partial products in the n − k least significant columns are all ones 
or all zeros, then the truncated multiplier with constant correction has the 
maximum error. In Ref. [6], a variable-correction-truncated multiplier has 
been proposed, which changes the correction term based on the column n 
− k − 1. If all partial products in column n − k − 1 are one, then the correc-
tion term gets increased. Similarly, if all partial products in this column are 
zero, the correction term gets decreased. In Ref. [7], a simplified (and thus 
approximate) multiplier block is proposed for building a larger multiplier 
arrays. Compressors have been widely used in the design of a fast multi-
plier8 to speed up the partial product reduction tree and to reduce the power 
dissipation. In Refs. [8] the optimized designs of 4-2 exact compressors 
have been proposed. Refs. [7, 8] are also considered as compression for 
approximate (inexact) multiplication. An approximate signed multiplier has 
been proposed in Ref. [7], for use in an arithmetic data value speculation; 
the Baugh–Wooley algorithm is used for multiplication process. However, 
for the compressors, no new design is proposed for the inexact computation. 
In Ref. [8], designs of approximate compressors have been proposed, which 
do not target multiplication. It should be noted that the approach of Ref. [7] 
improves over Refs. [7, 8] by utilizing a simplified multiplier block that is 
amenable to inexact or approximate multiplication.

19.2  COMPRESSOR DESIGN

19.2.1  EXACT COMPRESSOR

As shown in Figure 19.1, the exact 4-2 compressor9 has five inputs A, B, 
C, D, and Cin to generate three outputs sum, carry, and Cout. The four inputs 
A, B, C, and D and the output sum have similar weight. The input Cin is 
the output from the preceding lower widespread compressor and the Cout 
propagates for the compressor inside the next significant level.
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FIGURE 19.1  4-2 Compresssor.

19.2.2  APPROXIMATE COMPRESSOR DESIGN 1

In design 1, we make carry′ = Cin by changing the values of output with this 
approximation that the output carry in an exact 4-2 compressor has the same 
value as of input Cin. We can reduce the complexity of the design as well as 
the difference between exact and approximate outputs by making sum value 
to 0 (Fig. 19.2).3

Dadda multiplier using design 1: An unsigned 8 × 8 Dadda tree multi-
plier is revised to approach the impact of using the proposed compressor for 
an approximate multipliers. Initially, the proposed multipliers are used to 
generate all partial products, and gates are used. The 4-2 compressors, full 
adders, and half adders are used by the reduction part; each partial product 
bit is denoted by a dot. In the first stage, eight compressors, two full adders, 
and two half adders are used to decrease the scale of partial products into no 
more than four rows.

In the second or last stage, 10 compressors, 1 full adder, and 1 
half adder are used to figure the two final rows of the partial products. 
Therefore, 2 stages of reduction and 3 half adders, 3 full adders, and 18 
compressors are required in an 8 × 8 Dadda multiplier for the reduction 
circuitry (Fig. 19.3).
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FIGURE 19.2  Gate level design 1 compressor.

FIGURE 19.3  Dadda multiplier using design 1. Adapted from Ref. [4].
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19.2.3  APPROXIMATE COMPRESSOR DESIGN 2

In the proposed design, we approximated carry′ and Cin as they have the 
same weight; here, we take Cin as 0 so that we can remove the carry′, hence 
performance increased by reducing the error rate.

FIGURE 19.4  Approximate compressor design 2.

In design 2 (Fig. 19.4),3 it has three cases: In the first case of computation 
(multiplier 1), design 1 is utilized for all 4-2 compressors. In the second case 
of computation (multiplier 2), design 2 is used for the 4-2 compressors; since 
Cin and Cout are not considered in the design 2, a low number of compressors 
are used in this multiplier to reduce circuit complexity; in this design, 17 
compressors, 1 full adder, and 6 half adders are used. In the third case of 
computation (multiplier 3), design 1 is used for the compressors in the n − 1 
least significant columns. The exact 4-2 compressors are used by the other n 
most significant columns in the reduction circuit.
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19.3  PROPOSED DESIGN

In this proposed implementation, a new carry save adders are used for the 
partial products and then hybrid design in that internal design 1 and design 
2 compressors is used likewise in truncated multiplier. Through that, it will 
get more efficiency and high performance. The future scope is that instead 
of 4-2 compressor, there are 5-2 compressor and the main applications like 
image processing and compression (Fig. 19.5).4

FIGURE 19.5  Hybrid compressor.

19.4  SIMULATION RESULTS

These circuits are designed and performed by using ModelSim software and 
synthesized by using Xilinx software. Simulation results of exact compressor 
are shown in Figure 19.6. For inputs A = 1, B = 0, C = 1, D = 0, and Cin = 
1, the outputs are carry = 0, sum = 1, and Cout = 1. Cout propagates from one 
stage to next stage.

Simulation results of approximate compressor (design 1) are shown in 
Figure 19.7. For inputs A = 1, B = 0, C = 0, D = 1, and Cin = 1, the outputs 
are carryB = 1, sumB = 0, and Cout,B = 1. Cout,B propagates from one stage to 
next stage.
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FIGURE 19.6  Simulation results of exact compressor.

FIGURE 19.7  Simulation results of approximate compressor (design 1).

Simulation results of approximate compressor (design 2) are shown in 
Figure 19.8. For inputs A = 1, B = 1, C = 1, and D = 0, the outputs are carryB 
= 1 and sumB = 0. In design 2, Cin and Cout are considered to have same 
weights, so Cin = Cout = 0 (Table 19.1).3

FIGURE 19.8  Simulation results of approximate compressor (design 2).
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Simulation results of multiplier 1 are shown in Figure 19.9. Here, A, B, 
and clock are the inputs and y is the output.

FIGURE 19.9  Simulation results of multiplier 1.

Simulation results of multiplier 2 are shown in Figure 19.10.

FIGURE 19.10  Simulation results of multiplier 2.

Simulation results of multiplier 3 are shown in Figure 19.11.

FIGURE 19.11  Simulation results of multiplier 3.
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Simulation results of multiplier 4 are shown in Figure 19.12.

FIGURE 19.12  Simulation results of multiplier 4.

TABLE 19.1  Comparison of Delay in Compressor Designs. Adapted from Ref. [4].

Design of compressor Delay (ns)

Approximate compressor design 1 30.07 ns

Approximate compressor design 2 29.173 ns

Approximate compressor design 3 28.778 ns

19.5  CONCLUSION

In this chapter, we are using an approximate (inexact) compressor. 
By using design 1 and design 2, four 8 × 8 bit approximate or inexact 
multipliers are designed to reduce the circuit complexity and to increase 
the performance. Design 3 multiplier was implemented as a proposed 
method. ModelSim is used to generate the simulation results. Inexact 
or approximate computing is a prominent model for computation at 
nanometer technology. A significant operational advantage is offered by 
computer arithmetic for inexact computing; an extensive literature exists 
on inexact or approximate adders.
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These inexact compressors are used in the reduction module of four 
approximate multiplier, and approximate compressors show a reasonable 
reduction in power consumption, delay, and transistor count compared to an 
exact design. Furthermore, the application of these approximate multipliers 
is image processing.
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CHAPTER 20

ABSTRACT

This paper presents an implementation of low-cost digital karaoke machine 
for vocal, which is capable of removing the voice component of a music 
file and storing the user’s singing voice with the background music to an 
external compact flash memory. It can also be used as a stand-alone voice 
recorder where the playback sound obtained consists of the original music 
and recorded sound. The process being vocal removed from the music file 
from source and the remaining background music is added to the recorded 
sound signal acquired from the microphone. Relatively high recording 
speed around 20 KHz is required in order to achieve a high-quality sound. 
An external serial multichannel ADC is used to extract the music signal. 
Storing is performed using an external storing device, like a memory flash 
card; flash memory by considering the size of data as local microcontroller 
memory does not have enough space to store such a big file.

20.1  INTRODUCTION

Karaoke is a form of entertainment in which users sing along with recorded 
music using a microphone. The basic idea of implementation is to create 
some tape of music without vocals for an event and to achieve this removal of 
vocal from records, the karaoke machine is helpful. During stereo recording, 
the singer is usually placed in the middle of the left and right microphones 
where the voice is simultaneously and equally fed to both the channels. 
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Hence, the vocal component is almost identical to both the left and right 
tracks of the audio song. While the majority of the instrumental sounds are 
slightly different in two channels,1 required output may not be applicable. So 
by subtracting the left and right channel, the vocal will be removed and the 
music shall remain serving the basic purpose of the machine.

The technique used may not be perfectly preferable in all the cases based 
on the assumption about the voice of the singer resulting in the echoes. 
These echoes leading to unwanted noisy sound remain in the background 
which makes difficulty in removal of vocals.

In this chapter, removal of the vocal is done in two phases. The first phase 
of the karaoke machine involves removing the original voice of the artist 
in a song and the second phase is the implementation by using a PIC16F73 
microcontroller.

20.2  SYSTEM CONFIGURATION

The execution of this method is performed using several hardware compo-
nents and process of removing the vocal.2 The two phases of obtaining the 
required output can be achieved using the proposed hardware.

20.2.1  HARDWARE REQUIREMENTS

The basic components required for the implementation of two phases include 
a microcontroller, amplifier, and converters. The block diagram is as shown 
in Figure 20.1.

FIGURE 20.1  Block diagram.
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20.2.1.1  MICROCONTROLLER

PIC16F73A is an FLASH-based 8-bit microcontroller which is a very effi-
cient chip of 28 pins consuming +5 V of the power supply and speed of 20 
MHz. Pin diagram of PIC16F33 is shown in Figure 20.2.

FIGURE 20.2  Pin diagram.

It consists of the following configurations:

•	 2 PWM 8 bit
•	 256 bytes EEPROM data memory
•	 25 mA sink/source per I/O
•	 In circuit debug
•	 Self-programming
•	 Parallel slave port4

It serves the logical functions as follows:

•	 Analog-to-digital conversions (ADCs) as the controller unit consists 
of two internal ADC

•	 Synchronization using 11.05 MHz crystal oscillator
•	 PWM technique is been performed
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•	 RESET technique is also performed and by using programming code
•	 Digital-to-analog converter (DAC) of R-2R ladder is also internally 

connected to the microcontroller unit

The microcontroller takes the control operation to the amplifier section, 
microphone, and speakers.

20.2.1.2  AMPLIFIER LM386

•	 Features of the amplifier are as follows:
•	 Battery operation
•	 Minimum external parts
•	 Wide supply voltage range: 4–12 or 5–18 V
•	 Low quiescent current drain: 4 mA
•	 Voltage gains from 20 to 200 ground referenced input
•	 Self-centering output quiescent voltage
•	 Low distortion: 0.2% (AV = 20, VS = 6 V, RL = 8 Ω, PO = 125 mW, 

f = 1 kHz)
•	 Available in eight pins MSOP package

The amplifiers can be music source amplifier taking input from music 
source and giving to the microcontroller through ADC. It can also be micro-
phone amplifier from the microphone to ADC of PIC.5

20.2.2  SOFTWARE TOOLS

The software tools required to execute the process are as follows:

•	 PIC C Compiler
•	 Simulink
•	 PIC kit 2—Programmer/Burner
•	 Express Schematic (SCH)—SCH drawing tool

The compiler is used for writing the appropriate code in executing the 
process including C language. Simulink to view the formats of the original 
song and karaoke song obtained. The programmer/burner is used to burn the 
program onto the microcontroller kit.6
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20.2.3  IMPLEMENTATION

The process involved in karaoke machine is given in Figure 20.3.

FIGURE 20.3  Flow chart of karaoke machine.

The process performed in the execution starts with the input for the 
machine provided from the source like mobile phone or iPad or CD player, 
through a stereo jack, and connected to the microchip by segregation into 
three various channels:

•	 Data
•	 Power supply
•	 Ground

This music file is then passed through the amplifier of LM386 circuit 
that increases the strength of the signal. As the signal exists in only positive 
cycles, it is fed to ADC-1 of PIC that converts the analog form into digital.

The other input is from a microphone connected through microphone 
amplifier of LM386 circuit, which raises the strength of the voice signal. 
This is then carried forward to ADC-2 that converts analog-to-digital 
format because the voice signal should exist in positive cycles.7 The 
ADCs connected are used to synchronize both outputs and been reversed 
into one DAC.

The DAC is connected to a speaker/headset to listen to the output of the 
machine so that clarity exists more in speakers of 8 Ω.
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20.3  RESULTS

The hardware kit for the process is as shown in Figure 20.4.

FIGURE 20.4  Karaoke machine.

Data taken from the input, modifying the signal and getting a karaoke 
signal at the output, are done by executing in Simulink. The output window 
shown in Figure 20.5 gives the input original song and output karaoke song.

FIGURE 20.5  Simulink output.
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The output karaoke song is mainly intended to separate speech and music 
from the original song and add the user’s voice.

20.4  CONCLUSION

This proposed chapter presents the simple design of a cost-effective 
model of karaoke machine capable of removing the voice component of 
a music file and adding a desirable singing voice with the background 
music. This system has several applications in the field of entertainment, 
film-editing applications, music industry, or several industrial applications 
which promote cheaper entertainment products, fast response, and less 
manual power. It also reduces the complexity in arranging live concerts 
by improving the efficiency and clarity. The proposed work can be imple-
mented by application-specific integrated circuit so a dedicated hardware 
can implement at a low cost.
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CHAPTER 21

ABSTRACT

Smart homes/home automation is an emerging market already resulting in 
substantial growth in users and customers. The need for smart homes in 
any public is always high. In particular, home automation is regarded as 
a desirable solution to keep home safe especially while they are not occu-
pied—either using the day when the inhabitants are at work or for extended 
periods when they are on vacation. Smart surveillance features also allow 
the safety of children and elderly people to be monitored remotely via smart-
phone applications. This paper will give you a way to showcase your home 
appliances in a smarter and in an effective way. It reduces the unnecessary 
energy consumption and ensures that the appliances are under control. All it 
needs is a microcontroller, voice command through your android application 
in your mobile, the commands will be processed, and corresponding action 
will be triggered. It is cost effective as well. When compared, the other 
home automation appliances are very expensive. It eases a user’s interaction 
with home equipment by providing a new, easy to use interface. The initial 
phase of the development involves surveying the current field by conducting 
speech-recognition software and the needs of potential users. These studies 
provided a foundation for the development of the idea.

mailto:drddurgabhavani@gmail.com
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21.1  INTRODUCTION

Voice recognition takes input as the spoken word to a computer program. This 
procedure is essential to virtual reality since it gives a genuinely common and 
instinctive method for controlling the simulation while enabling the user’s 
hands to stay free. This chapter will explore the uses of voice recognition in 
the virtual reality field, observe how voice recognition is accomplished, and 
list the academic disciplines that are central to the indulgent and develop-
ment of voice recognition expertise.

Voice activation for home appliances has only just started with 
electronics companies like Samsung releasing a voice-controlled TV 
remote. Taking a step further into home automation, using voice activa-
tion emancipates the innovation in IOT revolution (Speech Recognition 
Setup—Microsoft).1

In particular, home automation is regarded as a desirable solution to keep 
home safe while they are not occupied—either using the day when the inhab-
itants are at work or for extended periods when they are vacationing. Smart 
surveillance features also allow the safety of children and elderly people to 
be monitored remotely via smartphone apps. In integrated townships, the 
smart security features must be integrated with larger security measures at 
the project level.—Managing Director, Pride Group, The Hindu (Article 
No.: 8686620. http://www.thehindu.com/features/homes).

This chapter gives you an efficient and an effortless way of control-
ling your appliances. The basic parts include the voice recognition. All 
that is required keeping in mind is that the end goal to utilize discourse 
acknowledgment is an advanced mobile phone with some type of discourse 
acknowledgment application. Most telephones even accompanied a 
discourse acknowledgment application pre-introduced. With voice-
controlled home mechanization, everybody can lead a more agreeable life. 
Circling the house to turn on every one of the lights can be tedious; it would 
rather be less demanding to utilize your voice. This chapter is especially 
valuable for individuals with handicaps because the advantage may be 
considerably more noteworthy since they would now be able to do things 
that they, because of their inability, couldn’t do in the recent past. This sort 
of voice-controlled framework could enhance their personal satisfaction, 
while diminishing the need for help is a well-known and reachable thought 
to most people in western culture.

All that is required keeping in mind is that the end goal to utilize voice 
recognition is an advanced smart mobile phone. Most smart phones even 

http://www.thehindu.com/
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accompanied with a built-in voice recognition application. Human being 
can lead a comfortable life with voice-controlled home automation. To 
turn on/off the lights, humans roam around the house, which can be a very 
tedious job. Instead of that, we use voice. This sort of voice-controlled 
framework could enhance their personal satisfaction, while moving back 
the need for help.2,3

21.2  RELATED WORK

A detailed study and comparisons on the available solutions have been made. 
Some of the existing home automation devices are discussed below.

1.  Apple Homekit: Works on Siri—iPhone controlled

Homekit is a bunch of devices manufactured for supporting iPhone features. 
All are voice controlled based. To control the devices using the Homekit, 
there is a need of an Apple TV to act as a bridge. These smart kit facility is 
only limited to Apple users. This results in cost overflow. These are mostly 
preferred in foreign countries.

2.  Athom Homey: Virtual assistant like Cortana—$243

The voice interface is Power BI technology and machine-learning Cortana 
connects all devices, including Xbox One and PC. This is a product from 
Apple.

3.  Insteon: Provides a network of configurable devices

Insteon Hub is a trending smart home automation series which monitors the 
home with more convince. To initiate an Insteon Hub, all the bulbs, plug-in, 
and all the appliances should be replaced with the Insteon sensors which 
results in much complication.

The following are the problems faced by the users in using the above 
smart home devices:

•	 The existing products are not cost-effective and the need of Internet 
is necessary.

•	 To change a home to a smart one, the whole wiring has to be changed 
which increases the complexity.

•	 Some of the existing applications are very intricate.
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21.2.1  SURVEY CONDUCTED BY NCAER

A research was done on smart homes in India by National Council for Applied 
Economics Research (NCAER) 2015, which highlighted the following points:

•	 GDP growth in middle-class economy sector for FY1: 7.6%
•	 Urban middle-class population: 23.6 million
•	 Middle-class households: 113.8 million, 547 million.
•	 Indians constitute 3% of global middle-class sector with annual per 

capita: Rs. 61,480
•	 Growth of smart homes in Tier 1 cities: 15–18%
•	 Growth of smart homes in Tier 2 and 3 cities: 5–10%

21.2.2  SURVEY CONDUCTED BY THE HINDU

A survey has been conducted by The Hindu in collaboration with Center for 
Good Governance (CGG) which has stated that average Indian home buyers 
are positive to the idea of a smart home; they are willing to spend no more 
than 1–3% extra for home featuring smart solutions whereas upper income 
groups are willing to spend up to 5–8%. The survey was conducted across 21 
states and the lower margin was set for 2$/day and higher margin was 13$/
day and a monthly income of 2–10 lakhs.

Prediction of The Times Magazine: US$ 12 billion in the upcoming 5 years.
A survey in Bengaluru of 220 projects offering a home costing more than 

crores of rupees last year revealed that 80 of them were constructing fully 
automated homes. According to Madhav Rao, National Secretary of Indian 
Society of Heating Refrigeration & Air Conditioning Engineers (ISHRAE), 
construction of smart homes is projected to have a growth rate of 35–40%. 
By 2016, 300 projects will have fully automated homes. ISHRAE organized 
2018 Acrex India in Bengaluru between February 22 and 24 enabling 600 
exhibitors to showcase the components going into smart homes which 
clearly shows the impact on smart homes (http://www.cnet.com/news/
talk-to-your-house-with-these-voice-activated-smart-home-systems).

21.3  VOICE RECOGNITION

Voice recognition is “the technology by which sounds, words or phrases 
spoken by humans are converted into electrical signals, and these signals 

http://www.cnet.com/
http://www.cnet.com/
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are transformed into coding patterns to which meaning has been assigned.” 
Here, human voice is used to communicate with others in their immediate 
surroundings. Voice recognition uses vocal interaction that is already present. 
The proposed solution uses an Arduino microcontroller and a Bluetooth 
module which is more cost-effective. This product just needs

•	 an app to give command
•	 Bluetooth to connect
•	 Arduino to trigger

21.3.1  PROBLEM BEING SOLVED

•	 This chapter shows us a smart way of showcasing our appliances. 
It makes a path to make our home a smart one with a zero percent 
complexity. Other smart devices once they face any problem the only 
thing that can be done is replacing the device which increases the cost.

•	 It reduces the common problem of the switch boards by ditching the 
conventional haystack of electrical wires. To turn our home into a 
smart one, all the wiring has to be replaced. The major drawback is 
making the customers think twice.

•	 This chapter is eliminating the need for smart homes in the middle-
class public of the state. Previous smart devices experienced a bad 
impact in the area of cost. This is considered as the major drawback. 
This problem is solved in this chapter.

21.3.2  ARCHITECTURE

The proposed technology includes the following:

1.  Arduino Uno microcontroller with ATmega 328 processor
Arduino/Genuino Uno is a microcontroller board based on the ATmega328P. 
It has 14 digital input/output pins (of which 6 can be used as pulse width 
modulation outputs), 6 analog inputs, a 16-MHz quartz crystal, a USB 
connection, a power jack, an in-circuit serial programming header, and a 
reset button. It contains everything needed to support the microcontroller; 
simply connect it to a computer with a USB cable or power it with an AC-to-
DC adapter or battery to get started (Arduino for Dummies by John Nussey; 
Arduino uno, https://www.arduino.cc/en/Main/Software).

https://www.arduino.cc/
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2.  HC-05 Bluetooth module
Bluetooth is a wireless technology standard for exchanging data over short 
distances (using short-wavelength ultrahigh frequency radio waves in the 
industrial, scientific, and medical band from 2.4 to 2.485 GHz) from fixed 
and mobile devices and building personal area networks. Range is approxi-
mately 10 m (30 ft). These low-cost Bluetooth submodules work well with 
Arduino and other microcomputers (Bluetooth module, https://www.olimex.
com/Products/Components/RF/BLUETOOTH-SERIAL-HC-06/resources/
hc06.pdf).

3.  12-V 4-channel relay board for controlling the switches (Handbook for 
Digital IC’s from Analogic Devices)

4.  Android voice recognition, speech-to-text (STT)–text-to-speech TTS 
technology
In this chapter, voice commands play a major role in controlling the appli-
ances. These voice commands are sent through our smart phones. Once the 
commands are received by the Arduino, it triggers the command and the 
appliances respond to it (Fig. 21.1).1

FIGURE 21.1  Architecture of VoCA.

https://www.olimex.com
https://www.olimex.com
https://www.olimex.com
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First thing to be done is connecting with the Bluetooth. The flow starts 
with giving the command through your android application, then the 
command is triggered by the Arduino, and then the appliance connected to 
the relay board responds accordingly (Android Studio: How to Guide and 
Tutorial by Clive Sargeant; ATMEL 328P Data sheets).

21.4  KEY FEATURES

21.4.1  CHOICE OF TECHNOLOGY

The technology used Arduino and Bluetooth. The current solution is using 
high-level integrated chips.

21.4.2  ON SIZE

Size of my device is the size of a grown man’s palm, the existing solutions 
are bulkier. This adds to the effortless use of voice output communication 
aid (VoCA).

21.4.3  ON COST

All of the current solutions cost more than $240. My product provides excel-
lent cost-effectiveness.

21.5  CONCLUSION AND FUTURE WORK

Such credible portability and minute for currently available solutions for 
home automation are not available. Indian home automation companies like 
Home Automat and Z-Wave do not provide such simple and cost-effective 
solutions. Promoting the product on social media platforms and conducting 
awareness for simple and cheap solutions and a live comparison for smart 
homes for my target customers will get my product sold.1 This work deals 
with one language and a microcontroller which has 342 kb of memory. 
This can be further extended using Wi-Fi connection that benefits more to 
commercial institutions and organizations. This chapter can be more useful 
by making this work for all the languages and also for the accents which 
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make people more comfortable using it. Any product having the above 
features that eliminates the need of smart homes within the budget would 
definitely be considered as the best one.
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CHAPTER 22

ABSTRACT

This chapter presents the implementation of a maximum power point 
tracker (MPPT) for photovoltaic (PV) applications by using multilevel 
boost converter and FPGA board. The control algorithm for extracting 
maximum power from the cell is proposed by means of the very high speed 
integrated hardware description language code and implemented using 
Xilinx XC3S400 FPGA board. In this work, a practical implementation of 
the real-time estimate, perturb, and absorb algorithm for maximum power 
point tracking control in a PV system has been developed. The developed 
implementation has the advantage of simple programming with high perfor-
mance even with low-resolution analog to digital converter and low-cost 
current sensor. The proposed technique has been validated through detailed 
experimental work.

22.1  INTRODUCTION

Renewable energy sources such as solar energy are acquiring more 
significance due to shortage and environmental impacts of conventional 

mailto:basateesh27@gmail.com
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fuels. The photovoltaic (PV) system for converting solar energy into 
electricity is in general costly and is a vital way of electricity generation 
only if it can produce the maximum possible output for all weather condi-
tions. The PV array has a highly nonlinear current–voltage characteristic 
varying with the irradiance and temperature that substantially affects the 
array power output. The maximum power point tracking (MPPT) control 
of the PV system is therefore critical for the success of a PV system. 
Perturb and observe (P&O) MPPT algorithm which is implemented by 
XILINX FPGA has been considered extensively in the literature. Field 
programmable gate arrays (FPGAs) are standard integrated circuits that 
can be programmed by a user to perform a variety of complex logic 
functions. The high level of integration available with these devices 
(currently up to 500,000 gates) means that they can be used to implement 
complex electronic system. Furthermore, there are many advantages due 
to the rapid design process and reprogrammable function. XILINX FPGA 
enables to produce prototype logic designs right in a short period. It is 
possible to create, implement, and verify a new design. A configuration 
program stored in internal static memory cells of the XILINX FPGA is 
written by very high speed integrated hardware description language 
(VHDL) programming language that has been designed and optimized 
for describing the behavior of digital systems; VHDL has many features 
appropriate for describing the behavior of electronic components ranging 
from simple logic gates to complete microprocessors and custom chips. 
Features of VHDL allow electrical aspects of circuit behavior (such 
as rise and fall times of signals, delays through gates, and functional 
operation) to be precisely described. The utilization of FPGAs instead 
of other architectures was mainly based on four factors: the acceleration 
of the design or parts of it, the flexibility of reconfiguration hardware, 
the reduction of costs, and the energy consumption. These factors had a 
different impact on each application area.1 Several MPPT techniques have 
been proposed, during the last decades. They range from conventional 
methods, from simple hill-climbing algorithms (P&O, MP&O, and esti-
mate–perturb–perturb), to fuzzy logic and neural network algorithms. The 
hill-climbing algorithm2–4 is widely used in practical PV systems due to its 
simplicity and as it does not require prior study or modeling of the source 
characteristics and can account for characteristics drift resulting from 
aging, shadowing, or other operating irregularities, but its performance is 
poor compared to artificial intelligent methods, Recently, the increasing 
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performance and cost reduction of digital circuits have made possible 
their applications for power converter control. Comparing with other 
digital signal processors, FPGA-based systems could provide a number 
of run-time advantages over the sequential machines such as a microcon-
troller. Moreover, with concurrent operation, it is executed continuously 
and simultaneously which is faster than DSP. Thus, the FPGA has been 
applied for high-speed switching circuit to reduce equipment sizing,5 
especially in the implementation of maximum power point (MPP), FPGA 
features are utilized.6,7 The chapter is organized as follows. Section 22.2 
shows the system configuration of the proposed system. In Section 22.3, 
a multilevel boost converter (MLBC) is analyzed. The MPPT control is 
discussed in Section 22.4. Section 22.5 shows the experimental results. 
Finally, conclusions are presented in Section 22.6.

22.2  PV CELL MODEL AND SIMULATION

The simplest equivalent circuit of a solar cell is a current source in parallel 
with a diode. The output of the current source is directly proportional to the 
light falling on the cell. The diode determines the characteristics of the cell. 
Increasing sophistication, accuracy, and complexity can be introduced to the 
model by adding in turn:

•	 temperature dependence of the diode saturation current I0
•	 temperature dependence of the photo current IL
•	 series resistance Rs, which gives a more accurate shape between the 

maximum power point and the open circuit voltage
•	 shunt resistance Rp in parallel with the diode
•	 Either allowing the diode quality factor n to become a variable 

parameter (instead of being fixed at either 1 or 2) or introducing two 
parallel diodes (one with A = 1, one with A = 2) with independently 
set saturation currents.8 For this research work, a model of moderate 
complexity was used. The model includes temperature dependence 
of the photo current IL and the saturation current of the diode I0. A 
series resistance Rs was included, but not a shunt resistance. A single 
shunt diode was used with the diode quality factor set to achieve the 
best curve match. The circuit diagram for the solar cell is shown in 
Figure 22.1.
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FIGURE 22.1  Configuration of the controlled MPPT.

22.3  MLBC DESIGN

Figure 22.2 illustrates a MLBC which combines the boost converter and 
the switched capacitor function to provide an output of several capacitors 
in series with the same voltage and self-balanced voltage. The major advan-
tages of this topology are (1) continuous input current and (2) a large conver-
sion ratio with low duty cycle and without a transformer. It can be built in 
a modular way and more levels can be added without changing the main 
circuit; it provides several self-balanced voltage levels and only one switch 
is necessary. The MLBChas a higher conversion ratio with the conventional 
converter based on the number of level used.

FIGURE 22.2  A dc–dc MLBC for three levels.
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22.4  MAXIMUM POWER POINT TRACKING ALGORITHM

Figure 22.3 indicates that the characteristic output power curve for the 
solar cell shows the solar cell’s work at its maximum power under a given 
temperature and irradiance, a MPPT control algorithm is employed to 
harvest this maximum power from the cell. As mentioned, it was said 
that many MPPT control algorithms have been proposed so far in the 
literature. The well-known algorithm called P&O has been employed in 
this work. Figure 22.3 depicts a flow chart explaining the main steps of 
it. It operates by perturbing the PV array voltage (i.e., incrementing or 

FIGURE 22.3  Flowchart of the P&O algorithm.
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decreasing) and comparing the PV output power with that of the previous 
perturbation cycle. If the perturbation leads to an increase (decrease) in 
array power, the subsequent perturbation is made in the same (opposite) 
direction. In this manner, the peak power tracker continuously seeks the 
peak power condition. The output power of the solar cell in this algorithm 
is not constant but it oscillates around the maximum power point because 
there is no reference point in this algorithm. The algorithm is programmed 
using VHDL code, the inputs of the program are the PV current and 
voltage driven from two analog to digital converters (ADC), and the 
program output is the duty cycle that drives the gate of the boost converter 
switch. According to the flow chart, the program read the input signals (V, 
I), then calculate the PV module power by multiplying the two signals. 
The current values for the power, current, and voltage are compared with 
their counterparts of the previous values to execute the conditions. The 
duty cycle increment or decrement according to the change in the refer-
ence value is compared with the saw tooth carrier signal. The process 
repeats itself when the system oscillates at a certain point; this point is the 
maximum power point.

22.5  THE PROPOSED FPGA SYSTEM

22.5.1  THE CIRCUIT CONFIGURATION

Generally, the design of a digital controller impact is always the imple-
mentation of a suitable data acquisition path so that digital control 
requires particular care in signal conditioning and analog-to-digital 
conversion implementation.4 A low-power prototype is built for experi-
ment. Figures 22.4 and 22.5 show the overall hardware implementation 
circuit of the proposed system, that is, containing solar cell, multilevel 
boost converter boosts output voltage of the solar cell and at the same 
time extracts maximum power from it. There is one switch in the multi-
level boost converter (MOSFET-16N60) and the fast recovery diode 
is FR605. All capacitors are 220 μF–400 V aluminum electrolytes and 
inductor has a value of 8 mH. MLBC extract maximum power by using 
Xilinx XC3S400 FPGA board, that is, containing the program of P&O; 
FPGA board read the PV output voltage and current by using a low-
cost 8-bit analog-to-digital converter chip ADC0804lCN to convert the 
analog signal to digital signal.
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FIGURE 22.4  The overall hardware implementation.

FIGURE 22.5  The experimental setup.

22.5.2  VOLTAGE AND CURRENT SENSING

The P&O method which is used to implement MPPT requires two sensors. 
Simple series and shunt resistances are used to measure the PV cell current 
and voltage, respectively. However, special care should be taken for the 
current sensor of this type, where most of the time it is easier and more 
reliable to measure voltage than current. Series sense resistor11 is the 
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conventional technique of sensing the current, it simply inserts a sense 
resistor in series with the return line of the PV, and the output current of the 
PV is determined by sensing the voltage across it. This method obviously 
acquires a power loss in Rsense. In this chapter, low resistance with high 
power rating resistance has been used (0.25 Ω, 5 W). The voltage across it 
equals 1.25 V when the maximum current (5 A) flows through it. But the 
full-scale range (FSR) of the ADC depends on the amplitude of the voltage 
reference of the ADC0804lCN (5 V) so if the maximum value input to the 
ADC equals 1.25 V, this means the FSR is not utilized. To boost this value to 
near the FSR, an amplifier circuit consists from operational amplifier is used 
as a gain which equals 3.

FIGURE 22.6  The duty cycle, output voltage, output current, and output maximum power, 
respectively, at time T1 during the day; P = 77.84 W.

22.5.3  EXPERIMENTAL RESULTS

The algorithm has been tested at different time during the day to ensure 
the testing is done for different environmental operation conditions. 
Figures 22.6–22.9 show the performance results obtained from the 
algorithm for different time during the day. These figures show different 
results for the variables due to the change of the environmental tempera-
ture. Figure 22.6 is done for maximum power at 77.84 W and then with 
small time difference, Figure 22.7 has been captured to show the capa-
bility of the control with tracking MPPT. For other different time with 
smaller insulation, Figures 22.8 and 22.9 are done where the maximum 
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extracted power is 75.89 and 66 W, respectively. Figure 22.10 shows the 
PV voltage and current waveforms and how they reach the steady state 
point for tracking the maximum power point. Figure 22.11 shows the 
output voltage from MLBC and the pulses generated from FPGA board 
that is used to switch the gate of MLBC at frequency 100 kHz. These 
experimental setup proves the control algorithm and its function to track 
the maximum power point.

FIGURE 22.7  The duty cycle, output voltage, output current, and output maximum power, 
respectively, at time T2 during the day; P = 77.44 W.

FIGURE 22.8  The duty cycle, output voltage, output current, and output maximum power, 
respectively, at time T3 during the day; P = 75.89 W.



264	 Electronics and Communications Engineering

FIGURE 22.9  The duty cycle, output voltage, output current, and output maximum power, 
respectively, at time T4 during the day; P = 66 W.

FIGURE 22.10  (See color insert.) The oscillation of the voltage and current waveform.

FIGURE 22.11  Recorded waveforms from Prototype II, 220 μF–400 V, L = 8 mH, Vin = 16 
V, Vout = 110 V.
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22.6  CONCLUSIONS

In this chapter, the implementation of the FPGA system to control the high-
performance multilevel boost converter has been introduced. The imple-
mented control has worked in the direction to track the maximum power from 
the PV source by using only one switch and implemented by XILINX FPGA 
that is considered as an efficient hardware for rapid prototyping. XILINX 
FPGA Web Pack software is used to generate PWM pattern by means of 
VHDL program. XILINX FPGA enables to make easy, fast, and flexible 
design and implementation. Also, a simple method of current sensing is used 
depending on the high performance of the FPGA with low resolution. Both 
simulation and experimental results are presented as confirmation of the 
approach presented.
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CHAPTER 23

ABSTRACT

Farming is a primary sector in India. In spite of the Green Revolution 
and usage of modern farming methods, farmers are not able to reap suffi-
cient returns. The need of the hour is to maximize the productivity, and 
ensure that the farmers reap maximum benefit. In a country like India, 
where farming practices are largely dependent on monsoon, efficient and 
economic methods should be made available. This can be achieved using 
precision farming. The soil texture and properties vary from one location 
to another across the country. They also vary, within a farm of considerable 
size. There is a requirement to map and monitor various properties of the 
soil like mineral content, moisture levels, waterbed present underground, 
available nutrients, etc. A farmer can make a better choice, after knowing 
these details. It is a tough task to monitor different parameters manually. It 
will be easier if there is an automatic mechanism to do the same. We are 
concentrating on one single aspect that is moisture levels. The solution that 
we have come up with is a farming probe attached to a robot which moves 
around the field (crops arranged in matrix format) and uploads moisture 
values to the cloud. These values can be accessed via a smart phone. These 
moisture values can be mapped onto the field map so as to conditionally 
operate the irrigation system. In this chapter, an automatic machine for 
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mapping moisture levels across the field has been proposed, using the 
principle of internet of things, for promoting the reduction of water usage 
in Indian agricultural practices.

23.1  INTRODUCTION

We can generally classify robot sensing into two modalities: remote 
contactless sensing (e.g., lasers, cameras, and ultrasound) and direct touch 
(e.g., haptics). Researchers have long speculated about a third sensing 
modality where “smart objects” or “smart environments” with embedded 
computation and sensing can directly measure and report salient informa-
tion back to a robot. In more recent times, this general concept has garnered 
the moniker “Internet of Things.”1 The idea of robotic agriculture (agricul-
tural environments serviced by smart machines) is not a new one. Many 
engineers have developed driverless tractors in the past but they have not 
been successful as they did not have the ability to embrace the complexity 
of the real world. Most of them assumed an industrial style of farming 
where everything was known beforehand and the machines could work 
entirely in predefined ways—much like a production line. The approach is 
now to develop smarter machines that are intelligent enough to work in an 
unmodified or seminatural environment. These machines do not have to be 
intelligent in the way we see people as intelligent but must exhibit sensible 
behavior in recognized contexts. In this way, they should have enough 
intelligence embedded within them to behave sensibly for long periods of 
time, unattended, in a seminatural environment, whilst carrying out a useful 
task. One way of understanding the complexity has been to identify what 
people do in certain situations and decompose the actions into machine 
control. This is called behavioral robotics and a draft method for applying 
this approach to agriculture is given in Blackmore.2 Precision farming is 
defined as information and technology-based farm management system to 
identify, analyze, and manage variability within fields for optimum profit-
ability, sustainability, and protection of the land resource.3

23.2  EXPERIMENTAL PART

Farming is a primary sector in India, which has developed over time; yet, it 
is not at par with the other countries. In spite of the Green Revolution and 
usage of modern farming methods, farmers are not able to reap sufficient 
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returns. The need of the hour is to maximize the productivity and ensure that 
the farmers reap maximum benefit. In a country like India, where farming 
practices are largely dependent on monsoon, irrigation is a matter of concern 
for the farmers. It is necessary to shift to methods that ensure that sufficient 
amounts of water are provided at the right time in an efficient manner. The 
first step to attain that is to have a mechanism to monitor the moisture levels 
across the field (Table 23.1).

TABLE 23.1  Survey Results When Asked About Their Art of Agriculture in India.

Name Designation Remarks

Yadaiah Farmer (4 ac) I am currently using HYVs and I am 
happy with this yield

Bhaskar Farmer (5 ac) I cannot afford a robot
I’d rather use cheap labor available

Dr. S. A. Hussain Principal Scientist, 
PJTSAU

You have to convince the farmers that 
keeping track of these values can help in 
increasing their yields
The robot should be affordable

Mr. V. Brijesh John Deere The idea is good and will be helpful in 
increasing the yield
Try and map other values also

Mr. Krishna Reddy Landlord (100 ac) Keeping a track of these values for such a 
large area is not possible

Mr. Komaraiah Farmer (10 ac) I am not sure about how useful it will be 
to track the moisture levels
My father got sick due to continuous 
exposure to chemicals
If you can find a way to efficiently spray 
the chemicals, then we’ll see

Mr. Damodar Farmer (10 ac) I will use it if it will be useful in cutting 
down my costs

Mr. Subramaniam Professor: Agronomy It will be useful if one such robot is 
bought collectively for 4–5 farms
The farmers will need a lot of convincing 
to go for one such robot

Mrs. Sri Lakshmi Professor: Agronomy Not only monitoring the moisture levels, 
but also add a mechanism to spray the 
insecticide and should be robust
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23.2.1  SURVEY TO UNDERSTAND THE PROBLEM

23.2.2  ARCHITECTURE

The device can comprise an Arduino microcontroller, servomotor, moisture 
sensor, motor driver, and ESP module (a low-cost Wi-Fi microchip) which 
can be connected to the cloud platform Thingspeak, an android application. 
This application can be used by the farmer to view the moisture levels at 
each and every plant, in a graphical format.4

Here, the moisture sensor is connected to the Arduino board, placed on the 
chassis of the robot. It is attached to a servomotor that facilitates in changing 
the angle. This moisture sensor measures the moisture level at each plant 
and sends the information to the Arduino board. A Wi-Fi module (ESP8266) 
provides internet connectivity to the robot. This module reads the data from 
the Arduino board and uploads the data into the cloud platform. We used the 
Thingspeak cloud platform. This platform provides mechanisms to store and 
view the data read by sensors. A companion application called Thingsview 
is used in the mobile phone by the farmer to view the data in the form of a 
graph (Fig. 23.1).3

FIGURE 23.1  Technology architecture of the device.
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25.2.3  KEY FEATURES

•	 Compact—The device can be designed to be small in size. This 
increases its maneuverability. It should not be bulky like other 
machines and should be easy to maintain.

•	 Automatic collection and display of data—The device should 
collect the data on its own by moving around the field.

•	 No manual operation required—The farmer has to put on the 
device and it should start performing its tasks. In the end, he can view 
the collected data. The farmer need not to stay with the device as it 
moves around the field.

•	 Eco friendly, as it runs on electrical power—The device should have 
rechargeable batteries that will make it ecofriendly when compared to 
the other machines used for farming, which run on fossil fuels.

•	 Economic—Farmers cannot afford costly products. The device 
should be affordable.5

23.3  CONCLUSION

Precision farming can be adopted into the Indian farming methods. There 
are certain geographical, economical, and technological constraints for 
the full-fledged usage of precision farming in India. A major drawback is 
the lack of awareness. The need of the hour is for economical and robust 
solutions. The prototype developed by us was able to achieve certain level 
of these constraints. A companion application can be further developed to 
keep track of multiple fields at once, to give weather reports, etc. Also, the 
prototype developed by us can be further improvised in such a way that it 
is capable of spraying fertilizers or insecticides autonomously. This reduces 
the risk that the farmers faced on being exposed to such harmful chemicals. 
In the long term, these types of solutions have the potential to better the 
lives of those who use them. Despite their focus on the farming production 
process, such applications and devices motivate users to embrace evolving 
communication skills and technologies by directly linking them to their 
livelihoods. Plus, a growing number of mobile tools are being developed 
to help Indian farmers scale up by going online to market and sell their 
products. Applications which help in connecting agricultural buyers with 
local farmers, thus eliminating middlemen who would reduce the farmers’ 
margins—are quickly gaining traction. Going by the current pace, one can 
say that the opportunities are limitless.
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CHAPTER 24

ABSTRACT

In this chapter, we propose a single-path delay commutator (SDC)–feed-
back (SDF) architecture for Radix-2 fast Fourier transform (FFT) and 
presented its simulation results. The Radix-2 FFT architecture includes 
one SDF stage and log2 N-1 SDC stages. The SDC processing engine is 
used to attain 100% hardware blocks utilization by using the common 
arithmetic resources in the time multiplexed approach, including the archi-
tectures adders and multipliers. To get output sequence in normal order, we 
also have a bit reverser block; through this we can reduce 50% memory 
usage. The resultant architecture is simulated and design verification 
was done by using the software ModelSim and XilinxISE. The proposed 
architecture was achieved with reduced area and delay as well as improved 
performance.

24.1  INTRODUCTION

Fast Fourier transform (FFT) was proposed by Cooley and Tukey. From the 
last few years, digital signal processing has a wide range of applications. It 
is one of the important components in the field of digital signal processing, 
especially in the advanced communication systems such as orthogonal 
frequency division multiplexing, digital video broadcasting, and asymmetric 
digital subscriber line. FFT4 plays vital role in these applications. To fulfill 
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the requirements of these applications, FFT must occupy less silicon area, 
low power consumption, low latency, and high throughput.1

From the literature survey, the pipelined FFT architectures2 are of three 
types. They are multipath delay commutator (MDC), single-path delay 
feedback (SDF), and single-path delay commutator (SDC). MDC architec-
ture is used typically to process multiple-input data streams due to its high 
throughput rate. However, we can implement this through single-input data 
stream because it can utilize low hardware. SDF architecture5 is the preferred 
solution to the single-input data stream, because the memory size required 
reaches the minimum and the multipliers are fully utilized. However, the 
utilization of adders is still very low. SDC architecture6 is seldom used to 
process the single-input data stream, because it uses more memory resources 
than SDF and has a more complicated control.

Radix-2 FFT architecture mainly performs two operations. They are 
addition and subtraction. After completion of subtraction operation, it indeed 
involves complex multiplication.

In this chapter, we propose a combined SDC-feedback radix-2 FFT 
architecture7; it contains log2 N − 1 SDC stages, one SDF stage, and 1 bit 
reverser. The proposed architecture can generate the output sequences in 
same order as inputs.3

24.2  16-POINT RADIX-2 DIF–FFT ARCHITECTURE

We know that the radix-2 FFT is deduced from discrete Fourier transform 
(DFT) by dividing the N-point DFT into many two-point DFTs.8 The data 
flow graph of 16-point radix-2 FFT is shown in Figure 24.1.

In Figure 24.1, we have 16 inputs and 16 outputs. We are applying the 
inputs in normal order but we didn’t get the outputs in same order as inputs. 
From Figure 24.1, we notice that it has 16 paths.9 So, to reduce these draw-
backs, we implement SDC feedback architecture.

24.3  COMBINED SDC–SDF RADIX-2 FFT

24.3.1  PROPOSED FFT ARCHITECTURE

The proposed FFT architecture contains one prestage, log2N − 1 SDC 
stages, one poststage, one SDF stage, and 1 bit reverser as shown in Figure 
24.2a. The prestage separates the complex input data to a new sequence.10 
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That is real part followed by the corresponding imaginary part. The post 
stage changes back the new sequence to the complex format. The SDC 
stage contains an SDC PE; it can utilize 100% arithmetic resource including 
both complex adders and multipliers. The last stage is the SDF stage. It 
is similar to the radix-2 SDF, containing an adder and a subtracter.11 By 
using the modified addressing method, the even index data are written 
into memory in normal order and these data are taken from memory in 
bit-reversed order while the odd-indexed data are written in bit-reversed 
order. Finally, we get the even data in normal order. So, bit reverser needs 
only N/2 data buffers.12

FIGURE 24.1  DFT of 16-point DIF–FFT.

24.3.2  SDC PROCESSING ENGINE

In Figure 24.2b, the SDC processing engine contains a data commutator, 
a real add/subunit, and an optimum complex multiplier unit. To reduce the 
arithmetic resource of the SDC PE, the important factor is to increase the 
utilization of the arithmetic components via changing the above three units’ 
data sequences.
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(a)

(b)

FIGURE 24.2  (a) The combined SDC–SDF architecture for Radix-2 FFT. (b) The SDC PE 
for Radix-2 FFT.

In each SDC stage, the data commutator changes input data into a new 
data sequence and their index difference is N/2t, where t indicates the index 
of the stage. For each of the input data, addition and suboperations are 
performed through real add/subunit.

The output data sequence of optimum complex multiplier unit and the real 
add/subunit should be same. Finally, its output sequence is also the output 
sequence of the SDC stage t and its input sequence to the SDC stage is t + 1.

24.3.3  OPTIMUM COMPLEX MULTIPLIER UNIT

In Figure 24.2b, optimum complex multiplier unit consists of two multi-
plexers, 1.5 word memory, two real multipliers, and one real adder. The 
signal s controls the addition and subtraction operations of real adder.13

For the input data sequences (0_r, 8_r) and (0_i, 8_i) at the real add/subunit, 
the output of addition part 0_r and 0_i will directly pass to the delay memory 
to generate a new sequence 0_r* and 0_i* with one cycle delay in consecutive 
two cycles, while the output of difference parts 8_r and 8_i goes to the real 
multipliers to generate (c × 8_r, d × 8_r) and (c × 8_i, d × 8_i) before reordering.

The above process can be applied to the other couples in the stage 1, for 
example, (2_r, 10_r) and (2_i, 10_i), and so on. If we perform the above 
process through log2N − 1 SDC stages to completion, then the majority part 
of the radix-2 FFT14 computation will be completed.
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24.4  RESULTS AND COMPARISON

The design of combined SDC–SDF architecture for radix-2 FFT has been 
made by using Verilog Hardware Description Language. The simulation 
results have been evaluated by using ModelSim 6.3c and synthesis perfor-
mances are estimated by using Xilinx ISE 14.1.15

In Figure 24.3a and b, complex input is the combination of real part and 
imaginary part. Here, in_real is the real part and in_imag is the imaginary 
part. We are applying 16 inputs (complex) of 32-bit range through single 
path, clk, control as well as twiddle of 3 bit. Signal s of 4 bit represents 
number of inputs.15

In Figure 24.3c and d, complex output consists of real part and imaginary 
part. Here, out_real is the real part and out_imag is the imaginary part. After 
receiving 16 inputs (complex data), the results (out_real and out_imag) are 
obtained through single path of 32-bit range.

In Figure 24.4, register-transfer level (RTL) schematic shows input and 
output signals. clk, in_real of 32 bit, in_imag of 32 bit, control of 5 bit, 
twiddle of 3 bit, and s are inputs. out_real of 32 bit and out_imag of 32 bit 
are outputs.16

In Figure 24.5, detailed view shows one prestage, three SDC stages, 
one poststage, one SDF stage, and 1 bit reverser. Whatever the components 
used in the modules are visible in the detailed view of the RTL schematic. 
The design summary of SDC-feedback radix-2 FFT is shown in Table 24.1. 
Number of slice registers 3%, number of slice look up tables (LUTs) is 72%, 
number of digital signal processing (DSP) 48E 1s is 25%, minimum clock 
period is 22.863 ns, frequency is 43.739 MHz, and maximum combinational 
path delay is 2.375 ns.

TABLE 24.1  Design Summary of Single Path Delay Commutator-Feedback radix-2 FFT.

S. No. Parameters Value

1. No. of slice registers (%) 3

2. Number of slice LUTs (%) 72

3. Number of DSP 48E 1s (%) 25

4. Number of bonded IOBs (%) 63

5. Minimum clock period (ns) 22.863

6. Frequency (MHz) 43.739

7. Maximum combinational path delay (ns) 2.375
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(a)

(b)

(c)

(d)

FIGURE 24.3  (a) Simulation Waveform 1 of radix-2 SDC–SDF FFT; (b) simulation 
Waveform 2 of radix-2 SDC–SDF FFT; (c) simulation Waveform 3 of radix-2 SDC–SDF 
FFT; and (d) simulation Waveform 4 of radix-2 SDC–SDF FFT.
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FIGURE 24.4  RTL Schematic of radix-2 SDC–SDF FFT.

FIGURE 24.5  Detailed view of radix-2 SDC–SDF FFT.

SDC-feedback radix-2 FFT architecture17 is compared with 16-point 
radix-2 decimation in frequency (DIF)–FFT for various parameters like 
number of bonded input/output blocks (IOBs), number of slice LUTs, 
number of DSP 48E 1s, maximum combinational path delay, maximum 
frequency, and minimum clock period. The implementation results give the 
same outputs, but delay and area are less compared with 16-point radix-2 
DIF–FFT.18 Table 24.2 shows that all the parameters of SDC–SDF radix-2 
FFT are having better result than 16-point radix-2 DIF–FFT.19
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TABLE 24.2  Comparison Between Single-path Delay Commutator-Feedback Radix-2 FFT 
and 16-Point Radix-2 DIF–FFT.

S. No. Parameters SDC–SDF radix-2 
FFT

16-point radix-2 
DIF–FFT

1. Number of slice LUTs (%) 72 75
2. Number of DSP 48E 1s (%) 25 34
3. Number of bonded IOBs (%) 63 720
4. Max. combinational path delay (ns) 2.375 102.169
5. Min. clock period (ns) 22.863 74.239
6. Frequency (MHz) 43.739 13.470

24.5  CONCLUSION

The proposed SDC-feedback (SDC–SDF) radix-2 FFT architecture 
produces the output data in the normal order. The proposed architecture 
reduces number of complex multiplications, additions, and number of stages 
compared with the general butterfly architecture. The SDC-feedback radix-2 
FFT architecture is simulated using ModelSim and design verification; area 
and delay reports are generated using Xilinx ISE 14.1.

It is observed that in the proposed architecture, the device utilization is 
also much reduced, which in turn reduced the area. The number of slice 
LUTs utilized in the existing system is 75% while that of SDC–SDF radix-2 
FFT architecture is 72%. This indicates that the proposed architecture could 
effectively reduce the area consumption. Similarly, the delay of the existing 
method is 102.169 ns, while the delay of our architecture is 2.375 ns. This 
proves the efficiency of our architecture both in terms of delay and area.
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CHAPTER 25

ABSTRACT

People age with time. Everything that we do is limited by a boundary 
called time. But with the help of  technology, household work could 
become simpler for the elderly. The present work is an introduction to 
a touch control-based system, which is all about remaining stationary at 
a place and controlling ponderous electric weights. This is possible by 
just touching a surface of a device placed in the hands of the elderly. 
Often, there are disputes in families regarding elderly people’s work to 
be done, especially in a home where everybody is busy earning. Though 
there is already a system that is framed with several control buttons, its 
practical applications are not imminent. This could be because when we 
have several options, there is always scope for confusion. This work does 
not just require a touch screen device, but, with further modifications, it 
could be implemented in our smartphones, which we hold every minute of 
the day. The working of this touch control-based system not just fleeces 
the complexity of the existing system, but also enables limiting access 
by an unauthorized person, which is a highly secure feature. In order to 
shorten the description of the system, it could also be put in this way like 
affordable, user-friendly, eminent, and portable.
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25.1  INTRODUCTION

Life has become easy with advancements in science and technology. Every-
thing seems to be so redundant in front of advancing technology. However, 
all these have proved to be nothing to people who stay in their small world. 
Elderly people, who often become aged and helpless, are certain times left 
at home with nothing to do. Studies show that 80% of the elderly people 
become bedridden or paralyzed because they stay at homes with no proper 
motivation to move forward in their lives. Besides this, basic health issues, 
like arthritis, lack of vision, etc., seem to become a huge hindrance to their 
mobility.

Someone has to give them ease, and maybe that is the only reason why 
youngsters have initiated a step to introduce technology to the elderly people 
and make their life more cheerful. When we discuss touch control-based 
systems, it is all about controlling the electric devices placed inside our 
homes, all of which usually require a controlling device. Considering it 
as an advantage, a touch-based control system has been proposed in this 
chapter. When we describe it as portable and user-friendly, we mean that it 
eliminates the issues arising from movement of the user from his or her place 
where he or she could just sit and enjoy the pleasure of electronic world all 
around them. It also enables the long-range accessibility of the devices in the 
absence of other family members.2

All that this system requires is a touch screen module, a microcon-
troller, and an RF (radio frequency) wireless technique. This combination 
of a microcontroller and an RF has many times proven to be the most 
advantageous way of improving the existing technology. In addition, this 
combination also provides an easy way for designing the system. Since it is 
entirely a touch-based system, it could be accessed by any person (including 
the children in the house). To overcome this confusion, there is a limit for 
accessing the system, in that only an authorized person can get access to 
the system.3 Moreover, the most significant fact is that the implementation 
of touch-detecting sensors and also the microcontroller, which are easily 
available in the market, involves low cost and low-power consumption.4

25.2  PREVAILING METHODS AND THEIR OUTCOMES

It cannot be claimed that the method which is being introduced is the first 
and most important method ever. No, it is not at all so. Several other methods 
that already exist in the world of technology lay their path over fields of 
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communication like network and management, power line, global system 
for mobile communication (GSM), Bluetooth, etc., which could only explain 
the better working but not the security and affordability of the system.

25.2.1  NETWORK AND MANAGEMENT

When the software meddles up with the electronic working, it increases the 
complexity as well as the cost of the devices for the user. Similarly, when 
Java is incorporated to build up the network security features, it not just 
increases the wire installation factors but also the user guidelines seem to 
become highly complicated for common people. The most important disad-
vantage of implementing this system is that it is susceptible to duplicity, 
lacks flexibility and there are more chances for causing disturbances at both 
input and output signals.

25.2.2  POWER LINES

Use of the power line communication limits the access of the device within 
the user residential areas, which could actually become complicated for 
users who are physically unfit.

In cases where the dorm is placed near an electric field case, the noise 
disturbances generated by it could be completely unstable for the user.5

25.2.3  GSM

As the name suggests, it is about the radiating frequencies through several 
different bandwidths which make it possible for creating confusions in 
the developed system. Not just that, as it deals with tuning out a perfect 
frequency for signal transmission, the cost linked with the system cannot be 
afforded by everyone. Hence, it cannot be employed in a system like this.

25.2.4  BLUETOOTH

As the name suggests, it is totally dependent on sharing things or involve-
ment of two or more people with regard to single information. This fleeces 
the security system of the device, increasing the complexity as well as the 
economic condition of the system that has to be employed, and the drawback 
in the system is sharing the information to several other systems that could 
easily be controlled within and around.4
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25.3  WORKING OF THE PROPOSED SYSTEM

As per the above mentioned systems and their drawbacks, it could all be 
removed or overcome through implementation of RF communication 
methodology. It comprises a transmitter and a receiver, which are employed 
to ensure the efficiency of receiving and transmitting the required signal. 
The execution of this device through RF communication has been carefully 
carried out through touch screen modules for the purpose of security as well 
as to control the electronic devices by user.2

FIGURE 25.1  Inner layers of the proposed touch screen.

25.3.1  RESISTIVE TOUCH SCREENS FOR THE DEVICES

The word resistive indicates the type of material bound in devices. They 
are special sort of devices generally found in electrical engineering streams, 
which are also known as sensitive touch screen displays. These are internally 
composed of multilevel flexible sheets that are generally coated using the 
resistive material and further separated by a thin air gap or may be the spacing 
of even a microorganism. The first layer is said to consist of electrodes on 
substrates like glass and plastics that form a screen of thick fibers, which are 
highly resistive and sensitive to human touch. It is said to have a very high 
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resolution that has the ability for determining the accurate touch. The most 
important fact of this sort of technology is that it could determine the touch 
even through well-equipped gloves on the hands.1

Its working principle in the output of our system is analogous, which has 
to be converted into digital for further transmission to a processor/controller 
for a better outcome as per the layout shown below.

FIGURE 25.2  Touch screen layout diagram.

As far as the IC in the proposed system is concerned, the IC TSC2020, 
which has special features like low-cost, resistive touch screen design, 
and several other handheld applications, has been used. The functional 
block diagram shows a complete ultra-low-power 12-bit analog-to-digital 
converter that is said to consist of both sensor drivers and a control logic to 
measure the touch pressure. Unlike any other touch-based controllers, this 
TSC2020 is capable of accepting a maximum of three touches simultane-
ously and delivering a very low power standby touch detection. The only 



288	 Electronics and Communications Engineering

condition that is verified here is identifying the simultaneous touch of the 
user and generating low-power consumption signals.

25.3.2  PIC MICROCONTROLLER

PIC16F628A is utilized in the proposed system, which controls the entire 
system just by being in the form of a small man-made chip. The coding for 
the controller is burnt by writing the source code that enables control over 
the working of the proposed system. The coding used here is version 4 of 
Keil software. It also enables the development of controller by graphically 
further helping it to generate a block diagram explanation for the working 
of the system. When the controller receives input from the screen, it acti-
vates the corresponding action that has to be performed. PIC is known to 
enhance efficiency in generating results at a faster rate when compared to 
the controllers.

And also that the PIC controller is considered to be the most compatible 
controller for encoding and decoding of received analog to the digital infor-
mation from the user. This method of usage results in easy creation of codes 
or the programs by simply selecting and dropping of the required programs 
onto the block diagram. Hence, the developed program is now being burnt 
into the PIC16F628A using the PIC burner.1

25.3.3  RF WIRELESS COMMUNICATION

RF refers to the frequencies that fall into the electromagnetic spectrum asso-
ciated with radio wave propagation. And when the process is said to reoccur 
with the antenna, it generates electromagnetic radiations that propagate in 
the applied field through space. As it is already known that the wavelength is 
inversely proportional to frequency, the wavelength of the electromagnetic 
wave thus radiated is inversely proportional to RF frequency. The present 
module works as a remote based on the principle of frequency modulation 
of the given signal at 433 MHz, which could be accessed at a range of 250 
m outdoor and 450 m indoor which are internally connected to the electronic 
gadgets or the devices through an electric relay, further accommodated with 
an RF decoder. An input of 433 MHz is easily triggered using a 4-bit chip, 
which has a very small and simplified circuit involving no greater risks. 
From several other aspects, considering 433 MHz is highly advantageous for 
a system that tends to operate in an efficient way at short ranges.
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FIGURE 25.3  Transmitter and receiver.

When we carefully look at the circuit, it can be seen that the antenna 
provided at the top receives signals from transmitter. After being encoded, it 
is sent to the receiver end and is further decoded. There is an extension for 
the microcontroller with an electronic relay as it is known to have an ability 
to cause mobility in any sort of electric devices (only when the control 
key is held pressed). The data signal extracts the information from the RF 
receiver end through carrier frequency. An LED is placed at the circuit in the 
receiver’s end for regulating the current status. As per the decoded informa-
tion at the decoder, the output signal is set high or low. When signal is high, 
it drives the relay through ULN2003 which is a transistor array.

FIGURE 25.4  Block diagram of proposed network.
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25.4  DESIRED ALGORITHM

Step I: Start the program and finish the step of authentication by registering 
the user.
Step II: If authentication is a failure, return to step I. Else unlock the system 
for controlling electric loads.
Step III: Initialize I/O ports.
Step IV: Wait for the input from user by setting a time using a timer. If no 
input is received within the time, then activate standby mode.
Step V: Else read the coordinates and activate the touch screen module.
Step VI: Change the status of system working based on the coordinates.
That is, if coordinates are of II quadrant switch on the load 1
	 else coordinates are of I quadrant switch on load 2
	 else coordinates are of III quadrant switch on load 3
	 else coordinates are of IV quadrant switch on load 4
End the loop.
Step VII: Perform the work that is desired and move to step V for the next 
coordinate.
Step VIII: Lock the command as per the user’s press.
Step IX: Else lock the module as per the time being set at the timer 
automatically.
Step X: Go to step I for restarting the system.

25.5  CONCLUSION AND SCOPE OF DEVELOPMENT

The sort of technology discussed here is under the practicality which 
is dealing with the perfect outputs that are expected at a single touch. To 
generate them, a 2 × 2 matrix is proposed by separating the touch screen into 
four quadrants as per the coordinate system. The present system is developed 
and tested for a distance of 100 m using a 4-bit digit codes. And also, the 
use of basic devices like microcontrollers, timers, relay, and a touch screen 
modules makes it more amiable and eminent. As per the above work and 
algorithm designed, using several other modifications, this system could be 
implemented in mobile phones. It is a low-cost and more profitable system 
designed to ensure that there are no more loopholes in the proposed system.
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CHAPTER 26

ABSTRACT

Microcontrollers are applicable to a wide range of information processing 
tasks, ranging from general computing to real-time monitoring systems. The 
microcontrollers facilitate new ways of communication and how to make 
use of the vast information available online and offline both at home and in 
workplace. Most electronic devices—including everything from computers, 
remote controls, washing machines, microwaves, and cell phones to 
iPods and more—contain a built-in microcontroller. Microcontrollers are 
at the core of personal computers, laptops, mobile phones, and complex 
military and space systems. This work presents the general application of 
microcontrollers.

26.1  INTRODUCTION

A microcontroller is usually a silicon chip that contains millions of transis-
tors and other components that process millions of instructions per second 
integrated with memory chips and other special purpose chips and directed 
by software.3,4 It is a multipurpose, programmable microchip that uses 
digital data as input and provides results as an output once it processes 
the input according to instructions stored in its memory. Microcontroller 
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use sequential digital logic as they have internal memory and operate on 
numbers and symbols represented in the binary numeral system. They are 
designed to perform arithmetic and logic operations that make use of data 
on the chip. General-purpose microcontroller in PCs is used for multimedia 
display, computation, text editing, and communication. Several Microcon-
trollers are part of embedded systems. These embedded microcontrollers 
provide digital control to automatically controlled products and devices, 
such as automobile engine control systems, implantable medical devices, 
remote controls, office machines, appliances, power tools, toys, and other 
embedded systems. Microcontrollers are designed for embedded applica-
tions, in contrast to the microprocessors used in personal computers or other 
general purpose applications consisting of various discrete chips. A typical 
example is shown in Figure 26.1.1

FIGURE 26.1  The die from an Intel 8742, an 8-bit microcontroller.

The development of the first microcontroller began in 1971; the Smithso-
nian Institution credits TI engineers Gary Boone and Michael Cochran with 
the successful creation of the first microcontroller in 1971. Surprisingly, this 
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exceptional breakthrough in the field of electronics and communication was 
rather given a mundane name of TMS1802NC; however, the device wasn’t 
ordinary. It had 5000 transistors providing 3000 bits of program memory 
and 128 bits of access memory. So, it was possible to program it to perform 
a range of functions. Meanwhile, Atmel and Peripheral Interface Controller 
(PIC) family developed the different microcontroller.

The function of the microcontroller is best described in a small computer 
on a single integrated circuit (IC) containing a processor core, memory, 
and programmable input/output peripherals. A modern microcontroller can 
complete this three-step process millions of times in 1 s.1,5

Microcontroller may be classified by their hardware architecture. The 
two basic types of hardware are complex instruction set computer (CISC) 
and reduced instruction set computer (RISC). CISC processors can perform 
complex functions with one instruction while RISC chips usually need 
multiple instructions. The (8051 controller) MCS family is based on the 
CISC architecture, while Atmel and PCI family chips are RISC systems.12

The following are the examples of microprocessor: MSP430F5x/6x, 
MSP430G2x/i2x, Microchip, Tenco Technology Co, United Sources Indus-
trial, Shenzhen Guangfasheng Technology, Shenzhen Jiubaba Electronics, 
Atmel, Intel, Advanced RISC Machines (ARM), Texas Instrumentation, 
Rabbit, NXP Semiconductors, STMicroelectronics, Toshiba. Each of these 
microcontrollers has their versions and kinds.

The integration drastically reduces the number of chips and the amount 
of wiring and circuit board space that would be needed to produce equiva-
lent systems using separate chips. Furthermore, on low pin count devices in 
particular, each pin may interface to several internal peripherals, with the pin 
function selected by software. This allows a part to be used in a wider variety 
of applications than if pins had dedicated functions.

Microcontrollers shine in situations where limited computing functions 
are required within an easily definable set of parameters. Microcontrollers 
excel at the low-grade computational functions required to run devices such 
as electronic parking meters, vending machines, simple sensors, and even 
home security equipment. Microcontrollers surround most Americans in 
their homes and offices, being present in devices such as televisions, remote 
controlled stereos, and even the digital computer components of a timer on 
a newer stove.

Microcontrollers have proved to be highly popular in embedded systems. 
Microcontrollers have numerous applications. Some examples of their 
simple applications are in (1) peripheral controllers of a computer such as the 
keyboard controller, printer controller, laser printer controller, LAN controller, 
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and disk drive controller; (2) communication systems like numeric pagers, 
cellular phones, cable TV terminals, FAX and transceivers with or without an 
accelerator, video game, etc.; (3) biomedical instruments like an ECG LCD 
display cum recorder, blood cell recorder cum analyzer, and patient monitor 
system; (4) instruments such as an industrial process controller and electronic 
smart weight display system; (5) a target tracker; (6) an automatic signal 
tracker; (7) accurate control of the speed and position of a DC motor; (8) a 
robotics system; (9) a computer numerical control (CNC) machine controller; 
and (10) automotive applications like a close loop engine control, a dynamic 
ride control, an antilock braking system monitor, etc.4,9

The microcontrollers are classified in terms of internal bus width, 
embedded microcontroller, instruction set, memory architecture, IC chip, or 
very-large-scale integration (VLSI) core (VHDL or Verilog) file and family. 
There are 8-, 16-, and 32-bit microcontrollers.6 For the same family, there 
may be various versions with various sources. The processors in microcon-
trollers are either general processors or purpose built.

26.2  MICROPROCESSOR

Microprocessor is a clock-driven semiconductor device consisting of elec-
tronics logic circuits manufactured by using large-scale integration (LSI) or 
VLSI technique. It is a computer processor which incorporates the functions 
of a computer’s central processing unit on a single IC. Microprocessors 
use sequential digital logic as they have internal memory and operate on 
numbers and symbols represented in the binary numeral system. The micro-
processors are performing arithmetic and logical operation that make use 
of data on chip. Thousands of items that were traditionally not computer 
related include microprocessors. These include large and small household 
appliances, cars (and their accessory equipment units), car keys, tools and 
test instruments, toys, light switches/dimmers and electrical circuit breakers, 
smoke alarms, battery packs, and hi-fi audio/visual components (from DVD 
players to phonograph turntables). Such products as cellular telephones, 
DVD video system, and HDTV broadcast systems fundamentally require 
consumer devices with powerful, low-cost microprocessors. Increasingly 
stringent pollution control standards effectively require automobile manu-
facturers to use microprocessor engine management systems, to allow 
optimal control of emissions over widely varying operating conditions of an 
automobile. Nonprogrammable controls would require complex, bulky, or 
costly implementation to achieve the results possible with a microprocessor.
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The task of the microprocessor is described in preeminent way. They are 
fetching, processing, and decoding. In the fetching step, it gets an instruc-
tion from the computer’s memory. In the decoding step, it decides what the 
instruction means. The last step is the processing itself, which involves the 
microprocessor’s carrying out or performing the decoded set of instructions. 
A modern microprocessor can complete this three-step process millions of 
times in 1 s.

The following are examples of microprocessor: Intel, AMD, Elbrus, Fair-
child Semiconductor, Motorola, Hewlett-Packard, IBM, Zilog Z80, ARM 
DEC, MIPS Technologies, National Semiconductors, NEC, NXP (Phillips), 
SPARC, Texas, and VIA.1,4

26.3  APPLICATION OF MICROCONTROLLERS

There are so many applications like peripheral controllers of a computer 
such as the keyboard controller, printer controller, laser printer controller, 
LAN controller and disk drive controller, house hold devices; communi-
cation systems like numeric pagers, cellular phones, cable TV terminals, 
FAX and transceivers with or without an accelerator, video game, etc.; 
biomedical instruments like an ECG LCD display cum recorder, blood cell 
recorder cum analyzer, and patient monitor system; instruments such as an 
industrial process controller and electronic smart weight display system; a 
target tracker, an automatic signal tracker; accurate control of the speed and 
position of a DC motor; a robotics system; a CNC machine controller; and 
automotive applications like a close loop engine control, a dynamic ride 
control, an antilock braking system monitor.1,5

26.3.1  HOUSEHOLD DEVICES

A home appliance control system is a system which provides various services 
to remotely operate on home appliances. They demand sophisticated, 
feature-rich products that are reliable and easy to use. Advanced motor 
control features for safe, quiet operation and use of green, power-efficient 
technology, as well as energy measurement, and control through connec-
tivity with smart metering networks are the part of home appliance control 
system. Advance human–machine interface supports through touch screen 
technology8 for a rich, easy user experience. Some home items that contain 
microcontroller include refrigerator, washing machine, motor controller, 
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safety critical touch interfaces, televisions, microwaves, stoves, clothes 
washers, stereo systems, hand-held game devices, video game systems, 
dishwashers, home lighting systems, and even some refrigerators with touch 
screen digital temperature control.

The following picture (Fig. 26.2) gives an overview of how this system 
is going to work.

FIGURE 26.2  Diagram for household devices.

26.3.2  COMMUNICATION SYSTEM

Microcontrollers designed for communication applications include sections 
for handling communication protocols such as Wi-Fi, Bluetooth, ZigBee, 
CAN bus, infrared, USB, and Ethernet. Communication microcontrollers 
can be found in wireless devices and in wired network devices such as those 
in automotive applications. In Figure 26.3, it has shown how microcontroller 
can be connected to the mobile by using Bluetooth. In this example, we 
can control a relay by using mobile phone with the help of microcontroller. 
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The use of microprocessor in television, satellite communication, has made 
teleconferencing possible. Railway reservation and air reservation system 
also use this technology. LAN and WAN can be used for communication of 
vertical information through computer network.11

FIGURE 26.3  Mobile phone connection to microcontroller using Bluetooth.

26.3.3  AUTOMATIC PROCESS CONTROL

The term process control implies the technique of having precise control 
on any sequential process. Basically, any automatic process technique 
inputs from a process/machine (e.g., input from a sensor) or from switching 
command (e.g., input from a push switch or toggle switch) and uses outputs 
to control that process/machine according to the program (instruction) stored 
in the controller. The controller is capable of storing instructions, such as 
sequencing, timing, counting, arithmetic operation, data manipulation, and 
communication to control industrial machines and processes. Figure 26.4 
illustrates a conceptual diagram of a process control.

For example, a system of a number of boilers supplied by a main water 
tank has been proposed. The water level in the main tank is controlled by 
a water level sensor; each boiler has two pipes, one is inlet and other one 
is outlet, and the pipes’ valves are controlled by some temperature sensors 
located in each boiler. A microcontroller has input ports to receive the bits 
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for the physical parameters, the timer to interrupt at set intervals and inputs, 
the user will be able to get information about the current temperature in 
any boiler by simply sending a boiler identification number by using 
GSM phones. When the temperature inside any boiler reaches a maximum 
presented value, the system will send an SMS to the user informing that the 
maximum temperature has been reached.

FIGURE 26.4  Diagram of a process controller.

26.3.4  BIOMEDICAL INDUSTRIES

The microcontroller performs various functions, such as processing data 
from biosensors, storing measurements, and analyzing results in different 
medical fields. The increasing use of microcontrollers and associated soft-
ware in both implanted and external medical devices poses special analytical 
challenges, such as sphygmomanometer, ECG, pacemaker, EEG, pulse 
oximeter, and oxygen concentrator. One example of such challenges is given 
in Figure 26.5.7

An oxygen concentrator produces a supply of air with increased oxygen 
content. It can be used to replace liquid oxygen or pressurized oxygen tanks 
for people who require oxygen-enriched air. Oxygen concentrators work by 
removing the nitrogen which normally accounts for approximately 78% of 
the volume of ambient air. The compressor that moves air into the oxygen 
concentrator and generates the pressure in the sieve beds is driven by an 
electric motor, making efficient motor control an important part of oxygen 
concentrator design. Microchip’s high performance 16-bit dsPIC30F family 
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of digital signal controllers offers powerful dedicated peripherals to simplify 
control various types of motors.

FIGURE 26.5  Oxygen concentrator.

26.3.5  IMAGING APPLICATIONS AND SECURITY SYSTEMS

Image processing means frames captured from digital cameras and compu-
tations made using pixel values that can be processed through by using 
microcontroller. One example of image processing with microcontroller is 
given in Figure 26.6.2

Figure 26.6 is a block diagram of a camera interface and object-tracking 
system. As you can see, the camera is controlled via some of the micro-
controller’s general purpose I/O pins. The analog output of the camera is 
attached to the external A/D converter. The servos are connected to two 
more pins of the microcontroller, and the RS-232 converter conditions the 
universal asynchronous receiver–transmitter (UART’s) signals for connec-
tion to the outside world.
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Image processing plays a vital role in security systems. One example 
of security system using image processing with microcontroller is given in 
Figure 26.7. The block diagram of security system using image processing, 
touch screen, and verification software is shown. It consists of power supply 
section, keyboard, verification software, ATMEGA 16 microcontroller, 
MAX232, touch screen, object, LCD display, and DC motor. Touch screen 
is used for first-step identification. Keypad is used to enter the code and to 
answer the security question; LCD displays the entered password or answer 
of details asked. We can use this system in bank for protecting the locker, 
and so on. It will provide high-level securities.10

FIGURE 26.7  Block diagram of a security system.

26.4  CONCLUSION

Nonprogrammable controllers would require complex or costly implementa-
tions for getting the result but a microcontroller program can be easily modi-
fied to different needs of a product line, allowing upgrade in performance 
with normal redesign, like automobile manufacturing uses microcontroller 
for engine management system for optimal control of emission for any oper-
ating condition. So, microcontrollers evolve in our daily life without any 
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interruption. These include cellular telephones, DVD video system, HDTV 
broadcasts, etc.
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CHAPTER 27

ABSTRACT

Adders are the important part of the digital signal processing applications 
and are digital components most widely used in the digital integrated circuits. 
With the advances in technology, researchers are trying to design adders 
with either high speed, low power consumption, less area, or the combina-
tion of them. Each adder generates a carry value that has to be transmitted 
through the design within a series of adders. This generates the critical path 
delay of the circuit. The latency in the circuit can be reduced by decreasing 
the number of stages the carry has to be propagated. This chapter describes 
the analysis of speed, power, and delay of two different types of adder like 
ripple carry adder and carry select adder for accumulation unit of root raised 
cosine filter. These two adders are synthesized and simulated using Xilinx 
ISE 12.2 tool for Spartan 3E family device and simulation results as well as 
synthesis reports are presented.

27.1  INTRODUCTION

The finite impulse response (FIR) filters are widely used in the mobile 
communication systems for pulse shaping, channel equalization, and 
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matched filtering due to their properties of linear phase and stability. In a 
signal processing, filter is used for removing unwanted or feature from the 
signal. Based on our requirement, different types of filters are used. Root 
raised cosine (RRC) filters are mostly used in wireless communication 
system because they have high intersymbol interference rejection ratio than 
the available other pulse-shaping filters.

In any filter, two major operations are required, they are multiplication 
and addition. The performance of the filter depends on the accumulation 
unit of the filter. Here, two different types of the adders are designed to 
analyze the accumulation unit of RRC filter. In general, addition opera-
tion contains two numbers which are added and carry will be produced.1 
The result of the addition process will be sum value and carry value. Half 
adder and full adder (FA) are basic building blocks that are used to design 
all complex adder architectures. In this chapter, this section deals with the 
introduction about filters and adders. In Section 27.2, the features of ripple 
carry adder (RCA) and carry select adder (CSLA) are discussed. Section 
27.3 deals with the introduction about RRC filter. Finally, Sections 27.4 and 
27.5 deal with the simulation, synthesis, and comparison results of adders 
and RRC filter.

27.2  ARCHITECTURE OF ADDERS

The design and features of two different types of adders such as RCA and 
CSLA8 are mentioned below. The each adder is named based on the propa-
gation of carry between the stages of the architecture.

27.2.1  RIPPLE CARRY ADDER

FA is a basic adder block in the RCA and it works on basic addition prin-
ciple.1 One FA is used for adding 2 bits along with carry bit. The carry of the 
one full adder is given to the input of the next full adder and so on as shown 
in the Figure 27.1. Among the entire adders, RCA is slowest but it occupies 
less area. Connecting the N FAs generates N bit RCA. The latency of the 
RCA depends upon the number of bits; if the number of bits is more, the 
delay of the adder also increases.

Critical path is used for calculating the latency of the RCA. RCA block 
diagram is shown in Figure 27.1. The disadvantage of RCA is overcome by 
introducing the CSLA architecture in the next section.
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FIGURE 27.1  Architecture of 16 bit ripple carry adder (RCA).

27.2.2  CARRY SELECT ADDER

CSLA is one of the best and fastest adders compared to the RCA and 
it is also used to perform the fast arithmetic operations in many data 
processors.2 CSLA performs the two independent addition operations in 
parallel using dual RCAs. CSLA structure gives independent outputs sum 
and carry, that is, Cin = 1 and Cin = 0 are done parallelly. Based on Cin, 
the carry is selected by the set of multiplexers to be transmitted to next 
stage. Further, depending upon the carry input, the sum will be selected. 
Hence, the latency is minimized. However, the architecture complexity 
is increased due to number of multiplexers.4 The structure of CSLA5 is 
illustrated in Figure 27.2.

FIGURE 27.2  Architecture of 16 bit carry select adder (CSLA).
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27.3  ARCHITECTURE OF RRC FILTER

The filters introduced in mobile communication systems are implemented 
with low power consumption and high speed. Recently, with the advent 
of software defined radio concept, finite impulse response filter research 
has been focused on reconfigurable realizations. These types of reconfigu-
rable filters are used in multiple standards. Reconfigurable RRC filter3 is 
important one and architecture of the RRC filter is shown in Figure 27.3. 
The reconfigurable RRC filter architecture consists of major blocks; they 
are data generator (DG), a coefficient generator (CG), a coefficient selector 
(CS), and accumulation unit block. The input signal is given to the DG and 
it is sampled based on the interpolation selection value. The CG block carry 
out the multiplication operation between the inputs and filter coefficients. 
The inputs of the CS are taken from the CG block and it is used to send the 
correct data to the accumulation unit based on the interpolation selection 
value. Finally, the accumulation unit is used for summing all outputs of the 
CSs, and RCC filter output was generated. The above discussed adders are 
used in the accumulation unit RRC filter for good performance with respect 
to delay and power.

FIGURE 27.3  Architecture of RRC filter with accumulation unit.

27.4  RESULTS AND DISCUSSIONS

Two adders discussed above are programmed by using hardware description 
language. Synthesis and simulation results are performed by using Xilinx 
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ISE 12.2 for Spartan 3E family device. In simulation results, technology 
view designates top block which indicates the set of inputs and outputs. 
Register transfer logic (RTL) view shows internal block architecture along 
with the linkage between input and output terminals. Simulation result is 
produced by writing test bench program for the design. Test bench program 
has the set of input test vectors that are applied to design.

Simulation result of the RCA is shown in Figure 27.4. Here, a, b, and cin 
are the inputs and sum and cout are the outputs of the RCA. The RTL view 
diagram of the RCA is shown in Figure 27.5. Simulation result of the CSLA 
is illustrated in Figure 27.6. The addition operation is performed between a, 
b, and cin. The RTL view of the CSLA is shown in Figure 27.7.

FIGURE 27.4  Simulation result of RCA.

FIGURE 27.5  RTL view of RCA.

27.5  COMPARISON RESULTS

The CSLA architecture achieves less delay and low power when compared 
to the RCA architecture results. Comparison results of the two adders are 
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shown in Table 27.1. The delay of the RCA is 28.74 ns and power is 0.161 
W. The delay of the CSLA is 25.24 ns and power is 0.159 W. The CSLA 
has less delay and power when compared to the RCA but it occupies more 
area than the RCA. We can analyze both adders individually and these are 
used in the accumulation unit of the RRC filter for better performance. The 
CSLA-used RRC filter has less delay and low power. The RRC filter with 
CSLA achieves low delay and power compared to the RRC filter with RCA. 
RRC filter comparison results are mentioned in Table 27.2.

FIGURE 27.6  Simulation result of CSLA.

FIGURE 27.7  RTL view of CSLA.

TABLE 27.1  Adders Comparison Result.

Type of adder No. of slices Delay (ns) Power (W)
RCA 18 28.74 0.161
CSLA 31 25.24 0.159
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TABLE 27.2  Adders Used in RRC Filter Comparison Result.

Type of adder No. of slices Delay (ns) Power (W)
Existing method 460 24.52 0.093
Proposed method 594 23.31 0.082

27.6  CONCLUSION

We propose accumulation unit of RRC filter architecture with CSLA which 
produces the filter output. The proposed architecture gives less delay and low 
power when compared with the existing RRC filter architecture with RCA. 
Finally, we can achieve reduced power, delay, and improved performance 
through this architecture.
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CHAPTER 28

ABSTRACT

In this chapter, a new hybrid evolutionary algorithm is proposed and applied 
to a benchmark problem. The benchmark problem is a position servomecha-
nism system. Position servomechanisms are very important in various fields 
of engineering such as robotics, electrical machines, etc. However, designing 
a controller can be a tedious task. Many algorithms have been applied to 
accomplish this task. Recently, a very powerful metaheuristic algorithm was 
proposed. This algorithm ended up being excellent in finding global optima 
for low-dimensional problems. So, this algorithm found fame quite quickly 
and has been successfully hybridized with various other algorithms. In this 
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chapter, it was hybridized with another evolutionary algorithm differential 
evolution (DE). The hybrid was applied to the benchmark problem and 
results were compared. From the simulation and results, it can be observed 
that the hybrid DE–TLBO-based controller outperformed other existing 
algorithms.

28.1  INTRODUCTION

In the past few years, there has been a growing interest in evolutionary 
computing, which has led to the development of many optimization algo-
rithms, each one better than the previous one. Many engineering problems 
can be viewed as optimization problems such as economic dispatch problem, 
pressure vessel design, DC motor position control, VLSI design, etc. Due 
to this, the engineering community has shown a significant interest in this 
field. One such algorithm is differential evolution proposed by Storn and 
Price in 1995.1 Originally, Price and Storn had proposed a single strategy 
for the compact and simple algorithm, which they later expanded to 10.2 It 
has been praised for its simplicity and compact size; however, it has also 
been criticized for having a slower converging rate than other evolutionary 
algorithms. This can be rectified by changing the few parameters on which 
the algorithm relies. However, it should be noted that these parameters do 
not affect the quality of the optimum value achieved. Recently, a novel 
and effective algorithm simulating the teaching and learning phases of a 
classroom was proposed,3–5 appropriately named teacher learning-based 
optimization (TLBO); it is highly praised for its simple concept and high 
efficiency. Due to this reason, TLBO has become a very attractive algorithm 
and has been applied to many real-world engineering applications. Hybrid-
ization of algorithms has become common practice in the past few years as 
not only does this increase the converging capabilities of both the algorithms, 
but also it combines the characteristics of the two to give more desirable 
characteristics. In this case, we combine two relatively young algorithms, 
namely differential evolution and TLBO. Differential evolution is known for 
its ability to converge at the global minima no matter what initial parameters 
are assigned to it. This process, however, can take large number of iterations 
in computationally expensive functions. On the other hand, TLBO is an effi-
cient algorithm which converges to the local minima rather quickly in lower 
dimension problems. Hybridizing the two algorithms can yield better results 
in less computational time. In this chapter, the hybrid algorithm is tested 
upon DC motor with elastic shaft, a benchmark system from Ref. [6]. The 
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system is a position servomechanism, requiring a controller to control the 
final position of load shaft when external disturbances are observed. In this 
chapter, a proportional-integral-derivative (PID) controller is tuned using 
the evolutionary algorithms. A PID controller has three major parameters on 
which the controller depends, Kp, Ki, and Kd.

( ) ( ) ( ) ( )

0

d
d

t

p i d
e t

u t K e t K e t K
t

= ⋅ + +∫
The results are compared with the results obtained from the individual 
algorithms.

28.2  PROBLEM FORMULATION

PID control is the most common control algorithm used in industry and 
has been universally accepted in industrial control. Their popularity can be 
accredited to their robust performance in wide range of fields. As the name 
suggests, PID algorithm consists of three basic coefficients, proportional, 
integral, and derivative gains which yield different results based on their 
values. Finding the optimum values of these coefficients is known as PID 
tuning. This however can be very exhausting and time-consuming as most 
tuning methods involve trial and error to find one or more of the parameters. 
This is much clearer from Figures 28.1 to 28.3.

FIGURE 28.1  Error when Kp and Kd are altered keeping Ki constant.
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FIGURE 28.2  Error when Ki and Kd are altered keeping Kp constant.

FIGURE 28.3  Error when Kp and Ki are altered keeping Kd constant.
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28.3  MATHEMATICAL MODELING

The benchmark position servomechanism system is given below. To make 
this chapter self-containing, the whole system is restated along with the 
derivation of its state-space equation. As depicted in Figure 28.4, the system 
consists of a DC motor, a gearbox, an elastic shaft, and a load. Now, we 
derive the equations of the system to obtain a model suitable for control 
tasks. For this aim, let us consider each physical component of the system.

FIGURE 28.4  The benchmark position servomechanism system.

28.3.1  DC MOTOR—ARMATURE CONTROL

	 V = iR + e

where V is the applied armature voltage, i is the armature current, R is the 
resistance, and e is the back EMF.

	 e = Kb ωm

where ωm = Θm is the angular velocity of motor shaft and Kb is the constant.

	 Φ = Kf if

where Φ is the air gap flux, if is the field current, and Kf is the constant.

	 Tm = K1Φ

where Tm is the torque developed by the motor and K1 is the constant.

	 Tmωm = ei
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And therefore, K1Kfif = Kb = KT, KT is the motor constant.

	 m m m m m rJ T Tβω ω= − −

where Jm is the equivalent moment of inertia of motor, ωm is the equivalent 
vicious friction coefficient of motor, and Tr is the other torques.

In summary,

	
T m

mm m m m r

V iR K
J T T

ω
β ω

= +

= − −

28.3.2  GEAR BOX

Consider the gear box given below (Fig. 28.5):

FIGURE 28.5  Gear box.

	 θ1r1 = θ2r2

where r1 and r2 are the wheel radii.

	 1 2 2

2 1 1
   r N
r N

θ
ρ

θ
= = =

By differentiation,

	 ω1 = ρω2
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Power transmission (no loss)

	
1

2

1 T
T ρ

=

By referring to Figure 28.5, we have θ1 = θm, θ2 = θs, T1 = −Tr, T2 = T.

	
1

s mθ θ
ρ

=

	
1

rT T
ρ

= −

where θm is the angular displacement of motor shaft, θs is the angular 
displacement of load-side gear, and T is the torque acting on the load.

28.3.3  ELASTIC SHAFT

The shaft has finite torsional rigidity Kθ :

	 ( )L sT Kθ θ θ−=

where θL is the angular displacement of load.

28.3.4  LOAD DYNAMICS

	 –L L L LJ Tω β ω= −

28.3.5  DIFFERENTIAL EQUATIONS OF THE SYSTEM

By collecting the previous equations, we can write

	 M L
L L L

L L

K
J J
θ θ β

ω θ ω
ρ

 
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28.3.6  STATE-SPACE MODEL

By setting [ ], , ,p L L M Mx θ ω θ ω= , the system can be described by the following 
state-space form,
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The designed controller must set the load’s angular displacement to the 
desired value. Since the elastic shaft has finite shear strength, so the torque, 
T, must stay within the limits, |T| ≤ 78.5 N m. Also, the applied voltage must 
stay within the limits, |V| ≤ 220 V (Table 28.1).

TABLE 28.1  System Parameters.

Symbol Value (SI unit) Symbol Value 
Kq 1280.2 ρ 20
KT 10 ΒM 0.1
JM 0.5 βL 25
JL 50 JM R 20

28.4  DIFFERENTIAL EVOLUTION

Differential evolution (DE) is a powerful optimization algorithm with very 
few algorithm-specific parameters. DE relies on a randomly initialized popu-
lation comprising Np individuals. Each individual xi = {xi1, xi2, xi3, …, xin} is 
a vector of n dimensions. DE relies on three operators that are repeated for 
Itmax number of iterations. The operators are namely mutation, crossover, and 
selection.
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28.4.1  MUTATION

This operation creates a mutant vector ui by selecting components from a 
randomly selected vector xa and the difference of two other randomly gener-
ated vectors xb and xc. Mathematically,

	 ( )i a b cu x x xβ= + × −

where a ≠ b ≠ c ≠ i. β is a random number used to control the perturbation 
size of the mutation. Here, xa is known as base vector.

28.4.2  CROSSOVER

This operator creates a trial vector vi by crossing over mutant vector and 
target vector (another randomly generated vector). In other words, trial 
vector is generated by randomly selecting components from mutant vector 
(ui) and trial vector (xi) using a probability factor (pCR). Mathematically,

	

CR 0, if rand  or
 

, otherwise
ij

ij
ij

u p j j
v

x

≤ ==


The probability factor (pCR) controls the diversity of the population and helps 
the algorithm to escape from local minima. j0 is a randomly generated index 
between {1, 2, 3, …, Np}. This guarantees that vi has at least one component 
from ui.

28.4.3  SELECTION

This operator chooses the better offspring among vi and xi using their fitness. 
Mathematically,

	
( ) ( ), if fitness fitness

, otherwise
i i i

i
i

u u x
x

x
 >= 


This operator guarantees that each iteration solution is better than the solu-
tion obtained in the previous iteration.
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28.5  TEACHER LEARNING-BASED OPTIMIZATION

TLBO is a new algorithm by Rao et al.3 It is inspired by the classroom envi-
ronment and can be termed as a simulation of modern education. It can be 
divided into two phases.

28.5.1  TEACHER PHASE

A teacher can be considered to be the most educated individual in the society. 
Hence, the student with the highest marks acts as a teacher during the teacher 
phase. The teacher tries to enhance the mean of the class to her level. This, 
however, depends on the learning capability of the class. This is formulated as

	 ( )
temp

 rand Teacher TF Meani ix x= + × − ×

where TF = ceil (0.5 + rand) is the teaching factor and mean is the mean 
of the class. The new solution, 

tempix , is accepted only if it is better than the 
previous solution, that is

	

( ) ( )
temp temp

,

, otherwise
i i i

i
i

x f x f x
x

x

 >= 


28.5.2  LEARNER PHASE

Teaching is not the only education students receive, they also learn by 
interacting among each other. This is simulated in the learner phase. In each 
iteration, two students xm and xn interact among each other, with the smarter 
one enhancing the others’ marks. It can be formulated as

	

( ) ( ) ( )
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The temporary solution is accepted only if it is better than the previous solu-
tion, that is
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,                 otherwise
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28.6  HYBRID DE–TLBO

This section discusses the rationale of the proposed hybrid algorithm. Both 
DE and TLBO are population-based algorithms with individuals being 
considered as vectors in DE and learners in TLBO. Initially, DE is initialized 
with random vectors. TLBO is used as an intermediate algorithm to improve 
the worst results obtained using DE between generations. TLBO is initialized 
with lower half of the DE population and random particles between the best 
and worst results. The newly initialized learners undergo a certain number of 
TLBO iterations before being sorted and fed back to the DE iterations. The 
process might be better understood by the flowchart given in Figure 28.6.

FIGURE 28.6  Flowchart of hybrid DE–TLBO.
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28.7  BENCHMARK FUNCTIONS

The proposed algorithm was applied to five benchmark functions from 
Ref. [4. The results of TLBO and iTLBO are collected from Ref. [4] 
(Table 28.2).

TABLE 28.2  Comparison of Hybrid DE–TLBO Against Other Algorithms.

Algorithm Sphere Rosenbrock Ackley Griewank Schwefels

TLBO 0 ± 0 1.72 ± 0.0662 3.55e – 15 ± 
8.32e − 31

0 ± 0 2.94e + 02 ± 
2.68e + 02

iTLBO 0 ± 0 2 ± 0.142 1.42e – 15 ± 
1.83e − 15

0 ± 0 1.10e + 02 ± 
1.06e + 02

Hybrid 
DE–TLBO

0 ± 0 0 ± 0 1.42e – 15 ± 
1.83e − 15

0 ± 0 7.91 ± 2.95e 
+ 01

28.8  IMPLEMENTATION OF PROPOSED ALGORITHM TO PID 
TUNING

PID tuning can be viewed as a three-dimensional problem with the dimen-
sions being the values of Kp, Ki, and Kd. The proposed hybrid DE–TLBO can 
be used to find the global optimum, which, in this problem, is the value of 
the PID gains for which minimum error is obtained.

28.8.1  INITIALIZING OF THE SOLUTIONS

The population P consists of Np particles each having three elements. The 
first element represents the value of Kp, the second element represents the 
value of Ki, and the third element represents the value of Kd. Any particle xi 
can be represented as

	
 , ,i p i dx K K K =  

28.8.2  APPLYING THE ALGORITHM

The values of Kp, Ki, and Kd have to be used to simulate a Simulink model 
each time to calculate the fitness of any particle. There are various methods 
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of calculating the fitness such as integral absolute error, integral square 
error, integral time square error, integral time absolute error (ITAE), etc. In 
this chapter, ITAE was used to calculate the fitness of the particles. Using 
the values obtained from the chosen method, the Simulink model can be 
optimized, in this case, a DC motor with an elastic shaft.

28.9  RESULTS

The results of Kp, Ki, and Kd obtained using hybrid DE–TLBO were used 
and the rise time, settling time, maximum overshoot, and steady state error 
were calculated. These values were compared with those obtained from DE 
and TLBO.

The results are tabulated in Table 28.3.
For an optimally searched PID controller using DE,

	
( ) 0.02758109.9551  11.7257cG s s

s
= + −

For an optimally searched PID controller using TLBO,

	
( ) 0.06812105.0846  120.7683cG s s

s
= − −

For an optimally searched PID controller using hybrid DE–TLBO,

	
( ) 0.0001593173.6313  75.7108cG s s

s
= − −

TABLE 28.3  Comparison of Hybrid DE–TLBO Against Other Algorithms.

Algorithm Rise time (s) Settling time (s) Steady state 
error (%)

Maximum 
overshoot (%)

TLBO 0.75 1.64 −0.050255 0.067879

DE 0.75 1.57 0.032103 0.024442

Hybrid DE–TLBO 0.63 2.14 0.076469 7.9783e − 05
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FIGURE 28.7  (See color insert.) Comparison of different algorithms.

28.10  CONCLUSIONS

As the results indicate, hybrid DE–TLBO is providing much better results 
than the base algorithms. The required output is 0.5 units. The rise time 
obtained is 0.61 s, the settling time is 2.14 s, the maximum overshoot is 
0.076469%, and the steady state error is 7.9783 × 10−5%. The rise time, 
steady state error, and overshoot are better than the other controllers. In 
case of settling time, the controller may be seen as worse; however, the 
major upside, as evident from Figure 28.7, is the undershoot obtained in the 
controller designed using DE–TLBO.

KEYWORDS

•• evolutionary computing

•• optimization algorithms

•• engineering problems

•• global optimization



A New Hybrid DE–TLBO Optimization Algorithm	 329

REFERENCES

1.	 Price, K.; Storn, R. Differential Evolution—A Simple and Efficient Heuristic for Global 
Optimization over Continuous Spaces. J. Global Optimizat. 1997, 11, 341–359.

2.	 Price, K. An Introduction to DE. In New Ideas in Optimization; Corne, D., Marco, D., 
Glover, F., Eds.; McGraw-Hill: London, UK, 1999; pp 78–108.

3.	 Rao, R. V.; Savsani, V. J.; Vakharia, D. P. Teacher Learning Based Optimization: A 
Novel Method for Constrained Mechanical Design Optimization Problems. Comput.-
Aided Des. 2011, 43, 303–315.

4.	 Rao, R. V.; Patel, V. An Elitist Teaching Learning Based Optimization Algorithm for 
Solving Complex Constrained Optimization Problems. Int. J. Ind. Eng. Comput. 2012, 
10, 535–560.

5.	 Rao, R. V.; Savsani, V. J.; Vakharia, D. P. Teacher-learning-based Optimization: An 
Optimization Method for Continuous Non-linear Large Scale Problems. Inf. Sci. 2012, 
183, 1–15.

6.	 Mathworks Inc. Position Servomechanism System [Online]. http://in.mathworks.com/
help/mpc/ug/servomechanism-controller.html.

http://in.mathworks.com/
http://in.mathworks.com/


http://taylorandfrancis.com


PERFORMANCE COMPARISON OF 
PSO ALGORITHMS FOR MOBILE 
ROBOT PATH PLANNING IN 
COMPLEX ENVIRONMENTS

RAVI KUMAR JATOTH1*, K. JAYA SHANKAR REDDY2,  
K. KARTHIKEYA YADAV2, and BODA BHASKER3

1Department of Electronics and Communication Engineering,  
National Institute of Technology, Warangal, Telangana, India

2Department of Computer Science and Engineering,  
National Institute of Technology, Andhra Pradesh, India

3Department of Electrical and Computer Engineering,  
Wollega University, Nekemte, Ethiopia

*Corresponding author. E-mail: jrk.nitw@gmail.com

CHAPTER 29

ABSTRACT

This chapter compares the performance of different particle swarm optimi-
zation (PSO) algorithms when applied to the problem of mobile robot path 
planning in complex environments. The main focus is on the paths that are 
feasible for a mobile robot by avoiding obstacles in complex environment. A 
constrained environment is chosen where a robot is represented as a single 
point. PSO is one of the best evolutionary algorithms applied for robot path 
planning. There are many improvised variations of PSO modifying the clas-
sical PSO. Four different variations of PSO are applied for mobile robot path 
planning and the results are compared.

mailto:jrk.nitw@gmail.com
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29.1  INTRODUCTION

Path planning is a fundamental problem in mobile robotics. It is the process 
of generating a feasible path for a mobile robot in such a way that the robot 
avoids obstacles. The robot path planning is classified as local and global.1–3 
In local path planning, the robot reaches the goal in steps evolving its next 
best position each time in an unknown or known environment, whereas in 
global path planning, the robot first reaches the goal and tries different paths 
to avoid obstacles. Global path planning is also referred as offline path plan-
ning and local path planning as real-time path planning. Every path which 
directs the robot from source to the desired target is a feasible path.4 Gener-
ally, path planning involves two main aims: (1) the path should be feasible 
and (2) the path should also avoid obstacles. Achieving the above two aims 
enables the robot path planning. In practical cases, robot path planning is 
done by detecting the obstacles using image processing both either in known 
and unknown environments or even in static and dynamic environments. But 
in optimization techniques, we do not use image processing for detecting 
obstacles. So it becomes a bit difficult to generate a path in an unknown 
environment using optimization.5 In this chapter, we use a known environ-
ment in which there are geometrical obstacles.

For robot path planning, we can use suitable evolutionary algorithms out 
of which particle swarm optimization (PSO)7 is in our interest. Basic types 
of PSO algorithms are adaptive PSO, binary PSO, and the modified PSO. All 
these are discussed below.

29.2  PROBLEM FORMULATION

The problem is stated as follows. The robot is considered as a single point 
and moves in a closed worked space. The workspace is a two-dimensional 
environment containing static and geometrical obstacles. The source 
point and the desired goal point are chosen. The objective is to generate a 
collision-free path taking the robot from the source point and the goal point. 
The path is divided into segments connecting points from the source to the 
goal. The area in the workspace occupied by the segments of the path is the 
configuration space (C-space). Practically, C-space is the region obtained by 
sliding the robot along the edges of the obstacles. The complexity of the path 
planning increases as the number of dimensions of the C-space increases.

The path is made not to go out of the C-space by applying the limits of 
position and the velocities. The path will be smooth only if the obstacles do 
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not have sharp corners. But in complex cases, there might be sharp cornered 
obstacles. So, we can imagine them blunt by circumscribing or inscribing a 
circle of fewer radiuses around the obstacles. The path will avoid the circles 
which imply that the original obstacles are avoided.

Looking for the shorter path does not mean that the time taken is less; we 
need a complex algorithm for a complex environment where the time taken 
to generate the shortest path might be longer.

29.3  METHODOLOGY

Figure 29.1 is a small example that illustrates the robot path planning in a 
C-space.

FIGURE 29.1  Example of path planning in a C-space having obstacles, a source, and a 
goal point.

Path 1: avoids obstacles and optimizes the path; path 2: does not avoid 
the obstacles; path 3: avoids obstacles but does not optimize the path; path 
4: the path that did not meet our conditions.
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Obstacles

•	 Occupied spaces of the world
•	 Robot should not go into that space

C-space

•	 Unoccupied spaces within the world
•	 Where the robot can move
•	 Also referred as the workspace or the boundaries

Inputs

•	 Geometry of the robot
•	 Geometry of the obstacles
•	 Geometry of the free space
•	 A starting and the desired goal position

Outputs

A continuous path connecting the source and the goal.
First, some points or locations in the C-space are to be chosen, they are 
connected with each other to form a path from the source to the goal point 
and then try to avoid the obstacles. The optimization goals of the path plan-
ning are as follows:

•	 The distance traveled by the robot should be least.
•	 The path should not run into obstacles.
•	 The path should be smooth.
•	 The path should not lead the robot outside the C-space.

29.4  OBJECTIVE FUNCTION

The objective function is the basis by which the path is optimized in the 
robot path planning. There are different objective functions by which robot 
path planning6 is done. One of them is by calculating the length of each 
particle, that is, the sum of each segment in the particle.

	 ( ) ( )2 2
2 1 2 1  d x x y y= − + −

where the line joining the points (x1, y1) and (x2, y2) is one of the segments 
of the path.
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Now add all such segments to d.
D = sum (d) (sum of all segments)
Now, D gives the distance of the entire path from source to goal.
This just optimizes the distance traveled by the robot but we also have to 

avoid the obstacles, for that, we introduced a term foul, that is, if any of the 
coordinates of the path lies in the boundary of obstacles, and then add this 
foul to the objective function. Before adding to it, the foul is increased by a 
factor, K, which is chosen as 100 in this path planning.

Since each obstacle is circumscribed or inscribed by a circle, we can say 
that the path is foul if any of the coordinates of the path is inside a circle.

If the distance between the point and the center of a circle is less than the 
radius, then the point is said to be inside the circle.

Foul = 0 (Initially)
For i = 1: no of points

	 ( ) ( )2 2
1 2       i id x c y c= − + −

[(c1, c2)—Center of the circle]
If d < r; r—radius of the circle.
Foul = Foul + (r − d)
Now the objective function becomes
D = D × (K × foul)
Example of a foul path with square obstacle is shown in Figure 29.2.

FIGURE 29.2  Example of a path that meets obstacles and with imagined boundary.
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So, the objective function’s value will be less if the path distance is 
shorter and there is no foul in the path.

Hence, this is our objective function for robot path planning.

29.5  OPTIMIZATION ALGORITHMS

29.5.1  CLASSICAL PSO

In the PSO, the possible solutions of the objective function have initial-
ized as the particles of the swarm. As an algorithm, the main strength of 
PSO is its fast convergence. These particles are distributed in the C-space.

In every iteration, the positions and velocities of all the particles are 
updated.

Velocity update:

	 ( ) ( )1 1 2 2 i i i i i iV w V C r P X C r G X= × + × × − + × × − 	 (29.1)

where C1, C2, and w are the coefficients of self-component, social compo-
nent, and inertial weight, respectively.

r1,r2—Random numbers in [0, 1]
Position update:

	   i i iP P V= + 	 (29.2)

This replaces the old particle with the updated particle and calculates the 
function value of these particles. Now update the new particle best and find 
out the global best among these and store such at each iteration. At the end of 
iterations, the best function value can be seen in the plot or can be displayed.

29.5.2  ADAPTIVE PSO (PSO–TVIW)

This version is same as classical PSO except that the inertial weight differs 
at each iteration. As the number of iterations increases, the inertial weight 
goes on decreasing by using a formula.

	
max min

max iter
maxiter

w w
w w

− = − × 
 

where maxiter is the total number of iterations and iter is the present iteration.
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This can also be done by a damping factor wd whose value varies the 
performance of the PSO by a larger extent which is shown in the example of 
robot path planning later in this chapter.

At the end of each iteration, w = w × wd is to be done. Initially, w = 1.
For robot path planning, the values used were

	 wmax = 0.9, wmin = 0.4 and wd = 0.98

The adaptive PSO is also known as PSO–TVIW (time-varying initial weight)

29.5.3  BINARY PSO

The binary PSO was proposed by Eberhart and Kennedy to optimize func-
tions even in binary PSO8

This is the extension of the adaptive PSO and varies from it in the velocity 
updating. The adaptive PSO does not take into account the particles’ veloci-
ties reaching the maximum.10

This PSO is only the first type of the binary PSO. In binary PSO, the 
position of the particles is updated only after the velocities are reflected. This 
operation is termed as a mutation. This uses a mutation factor “rmu.”

While (number of dimensions)
r = rand ();
If r < rmu

	 vid = –vid	 (29.3)

Stop
The mutation factor rmu is chosen as 0.4.
In the case of robot path planning, the binary PSO gives better results in 

the much complex environment than other versions of PSO.
The pseudo code is as follows:
Start
G = 0 (generation index)
Initialize the swarm with some random positions
Evaluate their function values using the objective function
G = 0 (generation index)
Update the velocity using (29.1)
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Mutate the velocity using (29.3)
Update the position using (29.2)
Evaluate the function value using objective function
Replace with the old particle
Evaluate the global best for each iteration
If satisfied
Stop;
Else
Go to step 6.

29.5.4  MODIFIED PSO

The classical PSO takes into account only the particles’ best position and 
the global best among all the particles. But the modified PSO takes even the 
particles’ worst position and the global worst among all the particles and also 
includes them in the velocity updating formula of the particles.

	 ( ) ( ) ( )1 1 2 2 3 3 i i i i i i i iV w V C r P X C r P X C r W P= × + × × − + × × − + × × − 	 (29.4)

Wi is the worst function value of the ith particle; C3 is another acceleration 
coefficient; and r3 is the random number in [0, 1].

And at the end of each iteration, both the global best and the worst best 
have to be found out. Rest all the steps remain same as the classical PSO.11

All the above versions seem to be changed just a little bit in terms of the 
algorithm from the classical version of PSO, but the path planning varied by 
a larger extent in different environments.

29.6  SIMULATION AND RESULTS

29.6.1  ROBOT PATH PLANNING IN ENVIRONMENT 1

29.6.1.1  CLASSICAL PSO-BASED ROBOT PATH PLANNING

The classical PSO algorithm generated a path that is free from obstacles but 
has taken many turns, thereby increasing the length of the path. The path is 
also not so close to the obstacles as shown in Figure 29.3.
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FIGURE 29.3  Path obtained using classical PSO algorithm.

29.6.1.2  ADAPTIVE PSO-BASED ROBOT PATH PLANNING

The adaptive PSO generated a perfect path free from obstacles and also the 
shortest path but the path is too close to the obstacles as shown in Figure 29.4.

FIGURE 29.4  Path obtained using adaptive PSO algorithm.
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29.6.1.3  BINARY PSO-BASED ROBOT PATH PLANNING

This algorithm generated a path that is free from the obstacles but it did not 
avoid the obstacles in the shortest path. The path is also very close to the 
obstacles as shown in Figure 29.5.

FIGURE 29.5  Path obtained using binary PSO algorithm.

29.6.1.4  MODIFIED PSO-BASED PATH PLANNING

This case is the same as the classical PSO. The path has taken too many turns 
which is practically not possible for a mobile robot. The path has just tried to 
avoid the obstacles but did not optimize the path traveled as shown in Figure 29.6.

FIGURE 29.6  Path obtained using modified PSO algorithm.
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TABLE 29.1  Comparison of the Above Algorithms in Environment 1.

Type of PSO Path length

PSO classical 19.3366

PSO–TVIW 14.5991

BPSO 16.0705

Modified PSO 21.2

29.6.2  ROBOT PATH PLANNING IN ENVIRONMENT 2

This environment is a bit much complex than the environment 1 as this path 
has to follow a zigzag pattern to reach the goal avoiding obstacles.

29.6.2.1  ADAPTIVE PSO-BASED ROBOT PATH PLANNING

The classical PSO and the modified PSO had resulted in generating the same 
path as that of the classical PSO as shown in Figure 29.7.

FIGURE 29.7  Path obtained using the adaptive PSO algorithm.
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29.6.2.2  BINARY PSO-BASED PATH PLANNING

Binary PSO9 was avoiding obstacles and reached the goal position. It has 
followed a zigzag pattern as shown in Figure 29.8.

FIGURE 29.8  Path obtained using the binary PSO algorithm.

29.7  CONCLUSION

Four different versions of PSO with the same objective function to optimize 
the path were applied for a single-point mobile robot path planning. These 
include the classical PSO, binary PSO, adaptive PSO, and the modified PSO. 
All of these tried to avoid the obstacles but only the adaptive PSO optimized 
the path traveled to a large extent in the environment 1. In another much 
complex environment 2, the binary PSO gave the best path that is feasible 
for a robot. This concludes that the type of algorithm to be used depends on 
the geometry of the obstacles and also the environment and the observations 
are tabulated in Table 29.2.
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TABLE 29.2  Overall Comparison of Different PSO Algorithms in Environment 1 and 
Environment 2.

PSO Environment 1 Environment 2
Classical Yes (but not optimize the path length) No
Adaptive Yes No
Binary Yes (too close to the obstacles) Yes
Modified Yes (too many turns in the path) No
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CHAPTER 30

ABSTRACT

Magnetic resonance (MR) image segmentation is a crucial step in analyzing 
and processing the medical images. But the noise in the process of MR image 
acquisition such as intrinsic soft tissue variation, partial volume, overlapped 
intensities of the tissues and nonuniformity in magnetic field applied in MRI 
makes medical image segmentation as a challenging task. Generally, the 
image segmentation results are used as input to further processing algorithms 
for feature classification. But these segmentation algorithms are computa-
tionally intensive and take much more computation time. In case of clinical 
applications, there is manual intervention which is time consuming and needs 
most experienced physicians to reduce errors. By introducing automation in 
clinical applications which supports medical imaging workflow will make 
less time consumption for analyzing and feature extraction/segmentation. In 
last few decades, various methods have been introduced for classification 
of especially medical images, but typically, they perform well only on a 
specific subset of images, do not generalize well to other image sets, and 
have poor computational performance. MRI captures brain images in three 
modalities such as T1-weighted, T2-weighted, and proton density-weighted. 
A new wavelet-based method for the fusion of above three different chan-
nels in MRI image segmentation is used to produce a high contrast resulting 
image to increase the segmentation accuracy. This new segmentation step 
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based on Machine learning concepts is introduced to train the machine for 
further MRI image segmentation towards a fully automated method. The ant 
colony optimization algorithm has a potential to incorporate human intel-
ligence and prior knowledge about intensity and other tissue information, 
shape, size, symmetry, and normal anatomic variability and hence improves 
the segmentation results. Brain Web MRI image dataset with added noise is 
being used to compare with some known reported works like Fuzzy C means 
and Watershed algorithms and the obtained results are less immune to noise 
compared to ant colony optimization results. The segmented results are 
evaluated taking various performance parameters like Global Consistency 
Error (GCE), Rand Index (RI), and Variation of Information (VoI). It has 
been observed that there is a better performance in ant colony optimized 
segmentation images in terms of accuracy.

30.1  INTRODUCTION

Over the last few decades, the rapid development of noninvasive brain 
imaging technologies has opened new horizons in analyzing and studying 
the brain anatomy and function. Enormous progress in accessing brain 
injury and exploring brain anatomy has been made using magnetic reso-
nance imaging (MRI). The advances in brain MRI have also provided large 
amount of data with an increasingly high level of quality. The analysis of 
these large and complex MRI datasets10,11 has become a tedious and complex 
task for clinicians, who have to manually extract important information. 
This manual analysis is often time-consuming and prone to errors due to 
various inter- or intraoperator variability studies. These difficulties in brain 
MRI data analysis required inventions in computerized methods to improve 
disease diagnosis and testing. Nowadays, computerized methods for MR 
image segmentation have been extensively used to assist doctors in qualita-
tive diagnosis.

From the rigorous review of related work and published literature, it is 
observed that many researchers have designed algorithms for the detection 
and segmentation of brain tumor from MRI images1 by applying various 
techniques.3 Comparative study of different segmentation techniques is 
summarized with advantages and disadvantages.

In general, the conventional medical image segmentation methods are 
classified into four categories:

•	 Threshold-based techniques
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•	 Region-based techniques
•	 Pixel/Voxel classification methods
•	 Model-based methods

Threshold-based methods are the oldest and simplest methods which 
require a well-separated histogram. In medical images, it is rare to find 
a well-separated histogram; in general, all medical images will have 
overlapped regions with various features.1 Even though it is the easiest 
method, one cannot use these threshold-based methods for medical image 
segmentation.

Region-based methods are also simplest segmentation methods which 
segments based on connectivity, that is, 4- and 8-point connectivity in the 
region of interest. Here, the regions with similar properties can be sepa-
rated. Region growing and watershed are most widely used region-based 
segmentation methods but these are not using for medical segmentation due 
to partial volume effects, noise, and variation of intensity which lead to over 
segmentation.

Pixel/Voxel-based classification methods are mostly used for medical 
image segmentation. Most widely used classification methods are clustering 
methods, that is, fuzzy C means (FCM)2 method which divides the image 
into different number of clusters with defined similarity and features. Here, 
different supervised and unsupervised methods are used for image segmen-
tation.7 In these methods, the computation time and controlling heuristic 
parameters will decide the efficiency and segmentation accuracy. Support 
vector machines gave better results for segmentation but it takes more time 
to execute and more time to train the machine. So, we should control all 
the heuristic parameters to improve the execution/computation time and 
segmentation accuracy.

Model-based techniques include various methods which model the 
parameters and pixel values into Gaussian and other parametric models 
which give better results but with increased complexity. These models 
may converge to wrong boundaries in case of nonhomogeneities. Level-set 
methods are also widely used segmentation technique8,9 that needs a very 
good initialization and this initialization was done by FCM4 method. If there 
is any mistake in initialization, it is prone to errors in segmentation. But all 
these methods are computationally expensive.

Based on the existing literature, several general conclusions6 can be drawn 
with regard to elements of a system that can be used to improve performance 
in brain tumor segmentation.2 So to address the segmentation toward a fully 
automated method, we are introducing the ant colony optimization (ACO) 
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algorithms to incorporate human intelligence and prior knowledge about 
intensity and other tissue information, shape, size, symmetry, and normal 
anatomic variability to improve segmentation results.

For solving optimization problem, the ACO algorithm is used here. The 
unique characteristic of ants which is used in more applications is their 
behavior in the process of searching for their food. In particular, they search 
by finding the shortest path between the food source and their nest. Actually, 
there is no direct communication among the ants in the colony, but ants 
leave a chemical substance called a pheromone in the path as their indirect 
communication, and although the substance evaporates rapidly, for short 
periods of time, it remains and can be recognized on the ground as a trace 
of the ant and the path that they have taken. Basically, each ant chooses 
the path of greatest pheromone trace; in other words, an ant tracks the path 
that the most other ants have passed through and assumes that this most 
traveled path has the best source of food. This simple scheme is an effective 
mechanism for finding the optimal solution or best path selection. For cases 
in which convergence in value is the item to be considered, the algorithm is 
run to an optimal value.

30.2  PROPOSED SEGMENTATION METHOD

In this segmentation method, the segmentation of image into cerebrospinal 
fluid (CSF), gray matter (GM), and white matter (WM) was done in two 
stages. In the first stage, a wavelet (Haar transform)-based image fusion 
method was implemented to increase the image contrast and quality which 
favors segmentation of the image and in the second stage, ACO algorithm 
is implemented for segmenting the image and the segmentation was 
evaluated using different evaluation metrics like global consistency error 
(GCE), Rand Index (RI), peak signal-to-noise ratio (PSNR), and variation 
of information (VoI).

30.2.1  WAVELET-BASED IMAGE FUSION

Initially, different image modalities are divided into four different chan-
nels such as low horizontal and low vertical (LL) and the detailed images 
consist of high horizontal and low vertical (HL), low horizontal and high 
vertical (LH), and high horizontal and high vertical (HH) frequencies. This 
is explained below in stepwise manner.
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Computation of Haar wavelet transform:

Step 1: Consider the rows of the image matrix and find the average and differ-
ences of each pair of pixels (we will get n/2 averages and n/2 differences).

Step 2: Fill the first half of the array with averages and next half with 
differences of the above step as shown in the below figure.

Step 3: Now consider columns of rearranged matrix and repeat the Steps 
1 and 2 for the columns also.

By the end of Step 3, we will get the first level of discrete wavelet trans-
form as shown in Figure 30.1.

FIGURE 30.1  (a) Original, (b) after Step 2, and (c) after Step 3.

Step 4: Repeat the above steps for next level of transform.

Now perform the image fusion by considering T1 and T2 components 
in LL channel and T2 and proton density components7 in remaining three 
channels, that is, LH, HL, and HH. The results of this fusion are shown in 
Figure 30.2.
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FIGURE 30.2  The results of fusion.

30.2.2  FUZZY C-MEANS ALGORITHM

FCM is a method of clustering which allows one piece of data to belong to 
two or more clusters. The FCM algorithm5 is an unsupervised fuzzy clus-
tering algorithm and is frequently used in pattern recognition. Conventional 
clustering algorithm finds “hard partition” of a given dataset based on certain 
criteria that evaluate the goodness of partition. By “hard partition,” we mean 
that each datum belongs to exactly one cluster of the partition, while the 
soft-clustering algorithm finds “soft partition” of a given dataset. In “soft 
partition,” datum can partially belong to multiple clusters. “A soft partition 
is not necessarily a fuzzy partition, since the input space can be larger than 
the dataset. However, most soft-clustering algorithms do generate a soft 
partition that also forms fuzzy partition. A type of soft clustering of special 
interest is one that ensures membership degree of point x in all clusters 
adding up to one, that is, “a soft partition that satisfies this additional condi-
tion is called a constrained soft partition. The FCM algorithm, which is best 
known fuzzy clustering algorithm, produces constrained soft partition. To 
produce constrained soft partition, the objective function J1 of hard C means 
has been extended in two ways.”

The fuzzy membership degree in cluster has been incorporated in the 
formula.
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An additional parameter m has been introduced as a weight exponent in 
fuzzy membership. The extended objective function, denoted by Jm, is
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where P is fuzzy partition of dataset X formed by C1, C2, …, Ck, and k is 
number of clusters. The parameter m is weight that determines the degree 
to which partial members of cluster affect the clustering result. Like hard 
C-means, FCM also tries to find good partition by searching for prototype 
vi that minimizes the objective function Jm. Unlike hard C-means however, 
the FCM algorithm also needs to search for membership function μ_ci that 
minimizes Jm. A constrained fuzzy partition {C1, C2, …, Ck} can be local 
minimum of the objective function Jm only if the following conditions are 
satisfied.
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Few important points regarding the FCM algorithm: It guarantees converge 
for m > 1. It finds local minimum of the objective function Jm. The result 
of applying FCM to a given dataset depends not only upon the choice of 
parameter m and c but also on the choice of initial prototype.

30.3  EXPERIMENTAL PART

30.3.1  ANT COLONY OPTIMIZATION ALGORITHM

Medical image segmentation using the ant colony optimization algorithm 
can be considered a process in which ants are looking for similar pixels 
(defined as food sources with specified features) by using vector features 
that are not identical. These food sources are considered as threshold limits 
for image segmentation, and the optimal value of this threshold limit is being 
acquired after implementation of the algorithm. The ACO algorithm runs 
automatically without the need for any manual operator interaction.
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To begin the whole image is divided into N N windows. It was experi-
mentally determined by applying the ACO algorithm to three MR images of 
1.5- and 3-TMR systems that setting N equal to 3 achieves excellent results 
and computationally is more efficient than when using larger window sizes 
such as 5 × 5 or 7 × 7.

All ants are propagated uniformly and randomly on the whole MR images 
pace (search space) to perform the search activity. For each of the targeted 
windows, a histogram curve is plotted based on the amount of pheromone 
trace, which for the case of application to medical image segmentation, 
is analogous to groups of image pixels containing all, some, or none of 
the object within the 3 × 3 search window. Thus, there are three possible 
scenarios for each window in the entire image:

1.	 The entire window falls in background (which is completely black).
2.	 The entire window falls in target.
3.	 The window falls at the boundary of target and in background.

In the first case in which the search window falls entirely within the image 
background, after plotting the histogram curve, no change is observed from 
any ant so that the search process is performed in this area just in the first 
iteration, and all the energy of ants is applied for target segmentation in the 
following iterations. So, as stated above, the entire ant’s focus would be in 
the second mode. It should be noted that the novelty of our method is in 
the way that a specified ant is determined for each window and how the 
histogram curve is stored in its memory.

As previously mentioned, ants are placed randomly in the first pixel, and 
the intensity of that pixel and that pixel’s surrounding or eight nearest 
neighboring pixels are stored in the ant’s memory. After storing the 
intensity information of each window, the searchant shares its information 
with the ant that has the histogram curve in its memory. The most accurate 
threshold in intensity variation of neighboring pixels is determined from 
this master histogram.

This computation is done according to the following equations:
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where i identifies the ant that holds in memory the information about a desired 
pixel and its surrounding pixels in the selected window, t is the number of 
iterations in the process of implementing the algorithm, W represents the 
selected window for the search process in the image, and D is the number of 
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pixels in the window W. “The constraint that {|Di| ≤ W} assures that the ant 
in the window in the first iteration does not arrive into the next window until 
the process of segmentation in every window has been completed.”

If we assume that Ci is the center of the ith window, “Anti places the ant 
in the Ci window, (ai, bj) is the pixel location of Anti, and (ci, dj) represents 
the position of ith window; under these conditions,” each of the following 
equations must be met in each window:

	
1 1,

2 2i i i i
N Na c b d− − − ≤ − ≤ 

 

where N is the window size, ai is the line up on which the ant is situated, 
ci is the central line of the window, bi is the column in which the ith ant is 
situated, and di is the central column of the window.

When the entire image is covered by searching ants and information for 
the whole image (intensity of the entire desired image pixels) is saved in the 
histogram-storing ant’s memory, the “food sources”—which are analogous 
to the different types of brain tissue WM, GM, and CSF—are then defined 
by the optimum results of the ACO algorithm. After defining the “food” in 
the memory of ants, “they get involved in the task of finding pixels with the 
similar features to the food. A constraint is that the motion of each ant from 
one pixel to another is ruled by the law of transition probability, thus affecting 
the movement of other ants and can be expressed by the following equation”:
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where i represents all of the pixels in the image to be searched in the optimi-
zation process, and if {(i,j) ∉ I}, it is concluded that {Pi,j = 0}. In the above 
equation, τi,j represents the amount of pheromone or the image intensity for 
a given pixel located at i and j per iteration. Fi,j (Ti,j(t)) is defined by the 
following equation:
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where α and β are “weighting coefficients with the constraint that {α, β > 0}, 
and ϑ is related to pheromone trail update and is defined as follows”:

	 v = 1 – θ × ρ

where ρ is the “reduction rate of pheromone quantity as the search goes 
forward for f0 and {θ > 1} where θ is a constant parameter. In the below 
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equation, ζi represents the features of the image (e.g., intensity) and has 
a determinant role in the convergence rate for pixel segmentation. This 
value is calculated for each pixel of each window and is expressed with the 
following equation”:
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where N is the number of pixels in each window, ηi is threshold limit for 
each window, and ζi evaluates the predetermined desired feature of each 
image to be tracked or searched for, which in this case represents pixel 
intensity.

This probability equation for ant movement can be further simplified as
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Typical values of α, β, η, and ρ are (these are from experimental results)

	 α = 10; β = 0.1

	 η = 0.05; ρ = 0.1

After the algorithm optimization has converged and the final criterion has 
been verified, segmentation of the “image is complete and all of the pixels 
in the image are placed into one of three categories consisting of either WM, 
GM, or CSF. The ACO algorithm requires that the final result be achieved 
with minimal error as determined by comparing the manual segmentation of 
brain tissues by a neuroradiologist specialist,” with the automated extraction 
of tissues by the computer ACO algorithm.

In addition, the Euclidean distance criterion must be met as

applied to each two neighboring pixels such that their intensities are 
compared as follows: if two neighboring pixels meet the minimum 
distance constraint and have the same pixel intensity (or have similarity 
in low tolerance), then they are considered as belonging to the same class 
(same tissue WM, GM, and CSF); but if the two neighboring pixels have 
a very different intensity, then they are considered as being located at the 
boundary of and belonging to different classes.
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The distance criterion is defined as follows:

	
22
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where di,j is the distance criterion and {pi, pj} represents the intensity of two 
neighboring pixels i and j.

The ACO algorithm requires that the final result be achieved with minimal 
error as determined by comparing the manual segmentation of brain tissues 
by a neuroradiologist specialist, with the automated extraction of tissues by 
the computer ACO algorithm.

30.3.2  PERFORMANCE EVALUATION OF SEGMENTATION

Various researchers on image segmentation provided different valuation 
parameters that can be used for evaluating image segmentation techniques. 
These evaluation parameters are RI, VoI, GCE, boundary displacement error 
(BDE), segmentation accuracy, precision recall measure, convergence rate, 
mean absolute error, PSNR, hamming distance, local consistency error, 
structural similarity index measure, and entropy.

30.3.2.1  GLOBAL CONSISTENCY ERROR

The GCE measures the extent to which one segmentation can be viewed as 
a refinement of the other. If one segment is a proper subset of the other, then 
the pixel lies in an area of refinement, and the error should be zero. If there 
is no subset relationship, then the two regions overlap in an inconsistent 
manner. The formula for GCE is

	 GCE = min{}

where segmentation error measure takes two segmentations S1 and S2 as 
input and produces a real valued output in the range [0:1] where zero signi-
fies no error. For a given pixel pi, consider the segments in S1 and S2 that 
contain that pixel.

30.3.2.2  RAND INDEX

RI counts the fraction of pairs of pixels who’s labelings are consistent 
between the computed segmentation and the ground truth averaging across 
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multiple-ground truth segmentation. The RI or rand measure is a measure of 
the similarity between two data clusters.

The RI has a value between 0 and 1, with 0 indicating that the two data 
clusters do not agree on any pair of points and 1 indicating that the data 
clusters are exactly the same.11

30.3.2.3  VARIATION OF INFORMATION

The VoI metric defines the distance between two segmentations as average 
conditional entropy of one segmentation given the other and thus measures 
the amount of randomness in one segmentation (www.wikipedia.org).

30.3.2.4  PEAK SIGNAL-TO-NOISE RATIO

It gives quality of image in decibels (dB) and is given as
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30.3.2.5  CONVERGENCE RATE OR EXECUTION TIME

Convergence rate is defined as the time period required for the system to 
reach the stabilized condition. The lesser the execution time, the better is the 
segmentation technique.

30.3.2.6  BOUNDARY DISPLACEMENT ERROR

The BDE measures the average displacement error of one boundary pixels 
and the closest boundary pixels in the other segmentation.
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Among all these parameters for medical image segmentation, generally 
we consider GCE, RI, and VoI. Convergence rate is defined from the number 
of iterations that an algorithm takes to complete the segmentation process. 
When we are going to implement it on any field-programmable gate arrays 
(FPGA) kit, execution time can be calculated in terms of clock pulses.

www.wikipedia.org
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30.4  RESULTS AND DISCUSSION

To assess the performance of the ACO algorithm procedure, we used brain 
web database to generate simulated MR images with different slice thick-
ness, nonhomogeneities, and noise values. All of the tests were processed 
in Qt Creator using OpenCV libraries. The MR brain image4 segmentation 
simulation results are mentioned below for different simulated brain images 
of size 181 × 217.

30.4.1  SIMULATION RESULTS FOR ANT COLONY OPTIMIZATION 
ALGORITHM

The resulting segmented images are shown below for ACO algorithm. Here, 
the algorithm was tested on different brain MR images generated from simu-
lated web database (Figs. 30.3 and 30.4).1

	 (a)	 (b)	 (c)	 (d)

FIGURE 30.3  (a) Original image of Slice 75, (b) CSF image, (c) gray matter image, and (d) 
white matter image using ACO.

	 (a)	 (b)	 (c)	 (d)

FIGURE 30.4  (a) Original image of Slice 90, (b) gray matter image, (c) CSF image, and (d) 
white matter image using ACO.
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For all the above healthy brain images, the segmentation of brain image 
into CSF, GM, and WM was observed and segmentation accuracy was 
measured in terms of GCM, RI, and VoI (Figs. 30.5 and 30.6).5

	 (a)	 (b)	 (c)	 (d)

FIGURE 30.5  (a) Original brain image 1 with tumor, (b) gray matter image, (c) CSF image, 
and (d) white matter image using ACO.

	 (a)	 (b)	 (c)	 (d)

FIGURE 30.6  (a) Original brain image 2 with tumor, (b) gray matter image, (c) CSF image, 
and (d) white matter image using ACO.

30.4.2  PERFORMANCE EVALUATION OF SEGMENTATION 
RESULTS

Various researchers on image segmentation provided different valuation 
parameters that can be used for evaluating image segmentation techniques. 
These evaluation parameters are RI, VoI, GCE, BDE, segmentation accu-
racy, precision recall measure, convergence rate, mean absolute error, 
PSNR, hamming distance, local consistency error, structural similarity index 
measure, and entropy. The values of GCE, PSNR, and VOI are calculated for 
various images and some of them are shown in Table 30.1.
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TABLE 30.1  Values of GCE, PSNR, and VOI for the images.

ACO FCM Watershed
GCE 0 0 0.0167

Image 1 Vol 0.8361 0.6659 0.8259
PSNR 26.32 11.85 13.81
RI 0.8463 0.9663 0.738
GCE 0 0 0.0145

Image 2 Vol 0.8369 0.6562 0.7746
PSNR 28.72 12.16 14.07
RI 0.8234 0.9339 0.7134

30.5  CONCLUSION

In this work, a new algorithm was proposed based on real-time behavior of 
ants named ACO that is designed to achieve better results for the medical 
MR image segmentation with increased segmentation accuracy and to do so 
in a computationally efficient fashion. This algorithm was tested on different 
kinds of images and shown the segmentation results. From the experimental 
results, it is observed that the segmentation accuracy was improved by 
including wavelet-based data fusion method along with ACO algorithm. 
Present work can be extended on other MR images to improve segmenta-
tion results by reducing computation time and improving noise immunity. 
Further, this algorithm can be extended to different images like liver, heart, 
and chest MR images to extract the features of the images through segmen-
tation. The segmented simulation results can be further analyzed with their 
volumetric analysis which is more useful for diagnosis.
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CHAPTER 31

ABSTRACT

The subjective procedure in the analysis of tissue specimens in the grading 
of colon cancer depends mainly on the graphical assessment. In this 
chapter, an efficient method for detecting colon cancer from biopsy samples 
is presented. The first stage involves the formation of clusters in a set of 
redundant candidate region from the colon biopsy images using adaptive 
pillar K means algorithm. In the later stage, the tree structures are generated 
based on the information about outliers and each outlier acting as nodes. 
Finally, entropy-based outlier score computation is done on each node of the 
tree, then the score-based classification is performed to classify the colon 
biopsy images as normal or abnormal. The proposed method is implemented 
on Matlab working platform and the experimental results show that the 
proposed method has high achieved high classification accuracy compared 
with other methods.

31.1  INTRODUCTION

Colon cancer is one of the leading causes of cancer-related deaths in modern 
and industrialized world. About half a million people die every year world-
wide due to colon cancer.1 Colorectal cancer (CRC) (also known as colon 
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cancer, rectal cancer, or bowel cancer) is the cancer of the large intestine 
(colon), the lower part of your digestive system. It arises from accumulated 
genetic and epigenetic alterations, which provide a basis for the analysis of 
stool to identify tumor-specific changes.2 Most cases of colon cancer begin 
as small, noncancerous (benign) clumps of cells called adenomatous polyps. 
Over time, some of these polyps become colon cancers. The primary reason 
of colon cancer is chain smoking, but there are some other reasons of colon 
cancer, such as family history of colon cancer, increasing age, and unbal-
anced diet, like diets with low consumption of fruits/vegetables and heavy 
consumption of meat.3 It is the development of cancer in the colon or rectum 
(parts of the large intestine). It is due to the abnormal growth of cells that 
have the ability to invade or spread to other parts of the body.4

Signs and symptoms may include blood in the stool, a change in bowel 
movements, weight loss, and feeling tired all the time. CRC develops and 
progresses as a consequence of abnormal cellular, molecular changes,5 
many of which result in mutant DNA. Modern molecular techniques allow 
examination of individual patient genetic data that ascribe risk, predict 
outcome, and/or modify an approach to therapy.6 Screening for CRC is a 
highly effective intervention that substantially reduces cancer-specific 
mortality by detecting early-stage CRC and premalignant lesions.7–9 A DNA 
stool test looks for certain gene changes that are sometimes found in colon 
cancer cells. Like other colon cancer-screening tests, it can find some colon 
cancers early, before symptoms develop, when they’re likely to be easier to 
treat. Some screening tests can also sometimes find growths called polyps so 
they can be removed before they turn into cancer. That means screening can 
sometimes prevent colon cancer altogether.

Stool DNA (sDNA) testing has emerged as a feasible approach to CRC 
screening.10 Its patient-friendly features have the potential to enhance 
screening compliance. It is noninvasive and requires no unpleasant and 
time-consuming cathartic preparation, no diet or medication restrictions, 
and no disruption of daily activities or work time and can be accessed by 
mail. Furthermore, sDNA testing has achieved highly accurate detection 
rates of curable-stage CRC and large advanced premalignant colorectal 
lesions.11 Because DNA mutations may differ between colon cancers, sDNA 
tests typically target multiple markers to achieve high detection rates. Also, 
because DNA markers may be present in only trace quantities in stool, very 
sensitive laboratory methods are required. The new sDNA tests demonstrate 
high detection rates of early-stage colon cancer.

As a noninvasive CRC screening test, a multimarker first-generation 
sDNA (sDNA V 1.0) test is superior to guaiac-based fecal occult blood 
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tests.12 Unlike other noninvasive tests, the new sDNA tests also can detect 
precancerous polyps. CRC and advanced precancers can be detected nonin-
vasively by analyses of exfoliated DNA markers and hemoglobin in stool.13 
An improved sDNA assay (version 2), utilizing only two markers, hyper 
methylated vimentin gene (hV), and a two-site DNA integrity assay (DY) 
demonstrated in a training set (phase 1a) an even higher sensitivity (88%) 
for CRC with a specificity of 82%. Thus, the multiple stool sampling prac-
ticed with fecal occult blood tests may not be necessary with sDNA tests.14 
The classical method of cancer detection is the microscopic inspection of 
colon biopsy samples; however, it is time consuming and laborious for the 
histopathologists and has interobserver/intra-observer variations in grading. 
Therefore, automatic colon cancer detection techniques are in high demand. 
Researchers have been working since decades to propose reliable automatic 
methods of colon cancer detection.15

In this chapter, a new approach for the detection of tumor in colon biopsy 
sample in the presence of outliers is developed. Here, we present a new 
efficient method for detecting the colon cancer in the presence of outliers. 
Initially, the colon biopsy samples are preprocessed using adaptive pillar K 
means clustering algorithm to produce set of redundant candidate regions in 
which clusters are formed. Then, the outliers within the clustered regions are 
generated as a tree structure in which the outliers are nodes, and the relation-
ship between nodes is produced on the basis of information about outliers. 
The decision tree is used for tree structure generation. Then, entropy-based 
outlier score computation will be done on each node of the tree, which is 
obtained by an information gain (IG) method. Finally, score-based classifi-
cation will be performed to classify the colon biopsy images as normal or 
abnormal.

The rest of the chapter is structured as follows. Section 31.2 illustrates 
the proposed technique and the description in detail. Section 31.3 provides 
experimental setup, results, and the associated discussion, performance 
measures which have been used for evaluation purposes. Section 31.4 
concludes this research work.

31.2  EXPERIMENTAL PART

The colon is the large intestine and in the biopsy sample images, it is 
divided into three major parts: they are lumen and epithelial cells in white 
color, nuclei in purple color, and connecting tissues in pink color. Gener-
ally, the presence of colon cancer cells can be evident by investigating 
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the lumen since that occurs in the inner wall of the colon. Sometimes 
due to the flaw in experimental procedures, there may be the chance of 
outliers which could degrade the performance of the cancer detection. In 
our proposed method, we present a new efficient method for detection of 
colon cancer in the presence of outliers. Initially, the colon biopsy samples 
are preprocessed using adaptive pillar K means clustering algorithm to 
produce set of redundant candidate regions in which clusters are formed. 
Then, the outliers within the clustered regions are generated as a tree 
structure in which the outliers are nodes, and the relationship between 
nodes is produced on the basis of information about outliers. Then, 
entropy-based outlier score computation will be done on each node of 
the tree. Finally, score-based classification will be performed to classify 
the normal or malignant cells. The overall system design of the proposed 
method is illustrated in Figure 31.1.

FIGURE 31.1  System design of proposed work.
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31.2.1  IMAGE DATABASE

In this present chapter, the colon biopsy images are obtained from http://
www.informed.unal.edu.co:8084/BiMed/. In these databases, we have 
taken totally 100 colon biopsy images represented by di = {d1, d2, … 
dn}, where n = 100, out of that 85 images are used for training purposes 
and 15 images are used for testing purposes. In those 100 images, 70 are 
abnormal (cancer) images and 30 are normal images. The training images 
trained by forming clustering region then generate the decision tress and 
finally compute the entropy-based score and score-based classification to 
produce the result as normal or abnormal. The testing images are tested 
by the conditions apply to training image and produce the result as normal 
or abnormal. Figure 31.2 shows some of the normal and abnormal images 
from the data set.

FIGURE 31.2  (a) Abnormal colon biopsy images from di and (b) normal colon biopsy 
images from di.

31.2.1.1  PREPROCESSING

Preprocessing is used to improve quality of the image and suppress 
the unwanted distortions or noise. The preprocessing step is usually 
performed to make the images fit for next phases, especially in the tree 
structure generation phase. In this research work, adaptive pillar K means 
algorithm is used to preprocessing such as to divide the colon biopsy 

http://www.informed.unal.edu.co:8084/BiMed/
http://www.informed.unal.edu.co:8084/BiMed/
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images d1 to constituent clusters as Ck. d1 is usually characterized by 
pink-colored connecting tissues, purple-colored nuclei, and white-colored 
epithelial cells and lumen. Therefore, K means algorithm with K = 3 is 
applied to color intensities of pixels to divide an image pixel into three 
clusters.

31.2.1.1.1  Adaptive Pillar K Means Algorithm with the Efficient 
Distance Metric

The system utilizes the authentic size of d1 to perform high-quality image 
preprocessing which causes high-resolution image data points to be clus-
tered. Therefore, the K means algorithm is utilized for clustering d1 data 
by considering that it has the ability to cluster immensely colossal data and 
additionally outliers payments are utilized expeditiously and efficiently. 
Because of starting points engendered arbitrarily, one of the local minima 
leads to erroneous clustering results so K means algorithm is arduous to 
reach global optimum. To evade this phenomenon, the proposed system 
utilizes adaptive pillar algorithm, which is very robust and superior for 
initial cluster optimization for K means by deploying all centroids far 
discretely among them in the data distribution. This algorithm is inspired 
by the cerebration process of determining a set of pillars’ locations to make 
a stable house or building.

Locate two, three, and four pillars, to withstand the pressure distribu-
tions of several different roof structures collected of discrete points. It is 
inspiring that by distributing the pillars as far as possible from each other 
within a roof, as the number of centroids among the gravity, weight of data 
distribution in the vector space, the pillars can endure the roof’s pressure and 
alleviate a house or building. Therefore, this algorithm designates positions 
of initial centroids in the farthest accumulated distance between them in the 
data distribution.

The adaptive pillar algorithm is described as follows. Let ΔC = {dc | c = 
1,…,n} be colon biopsy sample, c be number of clusters, A = {ai | i = 1…c} 
be initial centroids, xy ⊆ ΔC be identified of ΔC which is already selected in 
the sequence of processes, AccD = {gi | i = 1,…,n} be accumulated distance 
metric, EucD = {gi | i = 1,…,n} be Euclidean distance metric for each itera-
tion, and M be the grand mean of ΔC. The execution steps of the proposed 
algorithm are described as follows:
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ALGORITHM 31.1 Adaptive pillar K means.

Input: Colon biopsy sample dc, number of pillars C
Output: Optimized centroids A

Begin
Step 1. Set Z = Ø, SQ = Ø, and AccD = []
Step 2. Calculate Euclidean distance
EucD ← dis (dc,M)
Step 3. Set number of neighbors Nmin = α N / k
Step 4. Assign dmax ← argmax (EucD)
Step 5. Set neighborhood boundary
Nbdis = β· dmax

Step 6. Set i = 1 as counter to determine the ith initial centroid
Step 7. AccD =AccD + (EucD)
Step 8. Select ж ← gargmax(DM) as the candidate for ith initial centroids
Step 9. xy = xy ∪ ж
Step 10. Set EucD as the Euclidean distance metric between dc and ж
Step 11. Set no ← number of data points fulfilling Nbdis EucD
1Step 12. Assign AccD(ж) = 0
Step 13. If no < Nmin,
Go to step 8
Step 14. Assign EucD(xy) = 0
Step 15. A = A U ж
Step 16. i = i + 1
Step 17. If i ≤ k,
Go back to step 7
Step 18. Finish, in which A is the solution as optimized initial centroids.
End

Apply K means clustering algorithm after getting the optimized initial 
centroids and then the position of final centroids is attained. Final centroids 
are used as the initial centroids for getting authentic size of d1 and then 
apply the d1 data point clustering utilizing K means which can able to amend 
clustering results and make more expeditious computation for the image 
clustering as c1. From the clustered region, the tree structure is generated 
based on the outlier that is explained in the next phase.
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31.2.1.2  TREE STRUCTURE GENERATION

The outliers in c1 generate the tree structure that is based on the decision 
tree. A decision tree is one of the most popular methods for discovering 
meaningful patterns and classification rules in a data set. The decision tree 
is useful because construction of decision tree does not require any domain 
knowledge. It can handle hi-dimensional data. Their representation of 
acquired knowledge in tree form is easy to assimilate by users. A decision 
tree technique is achieved in two phases: tree building and tree pruning. Tree 
building is done in top-down approach; the tree is partitioning all the data 
into subsets that contain instances with similar values. In this process, the 
data set is traversed repeatedly. Tree pruning is done in bottom-up approach 
used to improve the classification accuracy of the classifier by minimizing 
overfitting. Overfitting in the decision tree is the cause of misclassification 
error. In this section, assume that all of the outliers have finite discrete clus-
ters, and there is a single target node called the classification. Each node of 
the clusters of the classification is called a class. A decision tree consists of 
three types of nodes:

•	 Decision nodes—commonly represented by squares
•	 Chance nodes—represented by circles
•	 End nodes—represented by triangles

In which, the outliers are decision nodes, and the relationship between 
nodes is produced on the basis of information about outliers; each chance 
node represents an entropy-based score computation, and each end node 
represents the score-based classification. The topmost node in a tree is the 
root node. The entropy-based score computation is associated with a split-
ting criterion which is chosen to split the data sets into subsets that have 
better class “separability,” thus minimizing the misclassification error. Once 
the tree is built from the training data, it is then heuristically pruned to 
avoid overfitting of data, which tends to introduce classification error in the 
test data. In this decision tree, the most important question is which of the 
outliers is the most influential in determining the classification and hence 
should be chosen first. Entropy measures or equivalently IGs are used to 
select the most influential, which is intuitively deemed to be the outlier of 
the lowest entropy (or of the highest IG). This learning algorithm works 
by (1) computing the entropy measure for each outlier, (2) partitioning the 
set of examples according to the possible values of the outlier that has the 
lowest entropy, and (3) for each that is used to estimate probabilities, in a 
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way exactly the same as with the Naive Bayes approach. A typical decision 
tree is shown in Figure 31.3.

FIGURE 31.3  Structure of a decision tree.

Then, score will be computed for each and every node in the decision tree 
based on the score the colon biopsy images classified. The detailed explana-
tion of score computation is present in the next phase.

31.2.1.3  ENTROPY-BASED SCORE COMPUTATION

Entropy-based score computation is used for classification purpose. From 
that entropy-based score, we have to easily classify that c1 is normal or 
abnormal. Entropy is commonly used in the information theory measure, 
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which characterizes the purity of an arbitrary collection of c1. Entropy is also 
the measure of disorder or impurity. Entropy is the sum of the probability of 
each label times the log probability of that same label. In our case, we will be 
interested in the entropy of the output values of a set of training outliers. It is 
at the foundation of the IG-attributed ranking methods. The entropy measure 
is considered as a measure of system’s unpredictability. The entropy of E is

	 ( ) ( ) ( )( )2log
e

A E m e m e
γ∈

= −∑ 	 (31.1)

where m(e) is the marginal probability density function for the random vari-
able E. If the observed values of E on the c1 are partitioned according to the 
values of a second information F, and the entropy of E with respect to the 
partitions induced by F is less than the entropy of E prior to partitioning, 
then there is a relationship between information E and F. Then, the entropy 
of E after observing F is

	
( ) 2log

f F e E

E e eA m f m m
F f f∈ ∈

      = −      
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where m(e / f ) is the conditional probability of e given f. The c1 that goes 
down each branch of the tree has its own entropy value. We can calculate 
for each possible outlier its expected entropy. This is the degree to which 
the entropy would change if branched on this outlier. You add the entro-
pies of the two children, weighted by the proportion of examples from 
the parent node that ended up at that child. The entropy typically changes 
when we use a node in a decision tree to partition the training instances 
into smaller subsets. IG is a measure of this change in entropy. Given the 
entropy as a criterion of impurity in an outlier S, we can define a measure 
reflecting additional information about E provided by F that represents the 
amount by which the entropy of E decreases. This measure is known as 
IG. It is given by

	 ( ) ( )E FIG A E A A F A
F E

   = − = −   
    	 (31.3)

IG is a symmetrical measure (refer to eq 31.3). The information gained 
about E after observing F is equal to the information gained about F after 
observing E. The info gain attributes scoring is subsequently used to create 
a neighboring molecule. IG is an entropy-based measure, which selects the 
node that has the best capability to differentiate the samples into separate 
classes. A node with a higher IG is considered more relevant. A neighboring 
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molecule is generated by replacing entropy at a random position in an 
original molecule. During the process of tree construction, eq 31.3 is 
applied to find the score for the chosen node. This is done by scoring each 
node, using the purity entropy function and selecting the one that gives the 
optimum result.

The score is considered for every rule. The best set of rules is generated 
using the training data set. The score is well defined as follows:

	 N
NormalHitS

NormalCount
= 	 (31.4)

	 A
AbnormalHitS

AbnormalCount
= 	 (31.5)
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where NormalHit (AbnormalHit) is the number of normal (abnormal) 
samples that satisfy the relation of the rule among normal (abnormal) 
samples in a training dataset and normal count (tumor count) is the total 
number of normal (abnormal) samples in a training data set. The score 
ranges from 0 to 1.

SN denotes the normal score and the SA denotes tumor score. The differ-
ence between the SN and SA is a score for each rule. High-scoring rules can 
better differentiate the two classes. If SN is greater than SA for a given gene 
relation, then the rule’s class label is normal. Otherwise, it is abnormal. 
Based on these scores, the c1 is classified as normal or abnormal and is 
explained in accompanying area.

31.2.1.4  SCORE-BASED CLASSIFICATION

Classification is the problem of identifying to which set of categories, a 
new observation belongs on the basis of a training set of data containing 
observations (or instances) whose category membership is known. When 
the best score is found, the corresponding model is output as the recogni-
tion result. A common way is to define a threshold for each model: if the 
score is better than the threshold we accept the result, otherwise reject it. 
But it is not easily applicable because speakers and utterances vary all 
the time and it requires quite some specialized knowledge and empirical 
information to get a good threshold. Furthermore, we can see that the 
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threshold-selecting methods use only part of the score information (the 
best or the N-best). What if we use the entire score information? Here 
comes the idea. We don’t care too much of the numerical value of a single 
score or several; on the other hand, we regard the scores on the speakers 
set (the set score) as a pattern of the speaker and try to apply a classifier 
on them. Obviously, it is a binary classification problem: to he or to he 
not. The score-based classification method is used to classify d1 as normal 
or abnormal. The scores are calculated based on the entropy in each node 
within the clustered region c1. First, the Shannon entropy is computed for 
c1; then, log energy entropy, threshold entropy, and sure entropy of c1 are 
computed. Finally, the norm entropy is computed and this is the score for 
the node. In score-based classification, eq 31.7 is shown that the entropy-
based score value is reduced from the number of images; this is the major 
step for classification. Then, the obtained value is compared with the c1 
threshold value.

	 X = N – r	 (31.7)

where X is the obtained value, N number of images, and r is the entropy-
based score.

If the obtained value X is higher than the c1 threshold value, then d1 is 
said to be cancer (abnormal). If the obtained value X is lower than the c1 
threshold value, then the colon biopsy image is said to be normal. Based on 
this technique, each and every colon biopsy image is classified.

31.3  RESULTS AND DISCUSSION

The proposed method is implemented in the working platform of MATLAB 
with the following system specification.

Processor	 : Intel i5 @3 GHz
RAM	 : 8 GB
Operating system	 : Windows 8
MATLAB version	 : R2013a

In this section, we have explained the experimental results in three 
sections: our proposed method result is shown in Sections 31.3.1–31.3.3, 
comparison of our proposed method with existing method is shown in 
Section 31.3.2, and the discussion is shown in Section 31.3.3.
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31.3.1  DETECTION OF COLON CANCER IN PRESENCE OF 
OUTLIERS

31.3.1.1  PREPROCESSING

In this chapter, we are preprocessing the input image d1 using adaptive pillar 
K means algorithm. The adaptive pillar K means algorithm reduces the noise 
of d1. Then, clustering the redundant candidate region applies K means clus-
tering algorithm after getting the optimized initial centroids and then attains 
the position of final centroids. Final centroids are used as the initial centroids 
for getting authentic size of the image and then apply the image data point 
clustering utilizing K means which can able to amend clustering results and 
make more expeditious computation for the image clustering. The clustering 
region calculates the threshold value that is used for classification purpose.

The sample input image d1 taken from the database for tumor detection 
is shown in Figure 31.4.

FIGURE 31.4  Input colon biopsy image.

The d1 shown in Figure 31.4 is used for adaptive pillar K means algo-
rithm to reduce the noise; then, the redundant candidate regions formed into 
the cluster which is shown in Figure 31.5.
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FIGURE 31.5  Clustering image.

From that c1, the outlier generates the tree structure based on the decision 
tree, in which the outliers are nodes and relationship between nodes based 
on the information about outlier. Then, entropy-based score computation is 
done on every node in the tree. An IG filter is used to compute the scores.

31.3.1.2  CANCER CLASSIFICATION

The outliers in the c1 generate the tree structure. On that, the entropy-based 
score is calculated for each and every node of the tree. The entropy is 
characterized by the purity of the given samples and also the measure of 
impurity. The IG method is used to calculate the score for each node. A node 
with a higher IG is considered more relevant. A neighboring molecule is 
generated by replacing entropy at a random position in an original molecule. 
During the process of tree construction, eq 31.3 is applied to find score for 
the chosen node. This is done by scoring each node, using the purity entropy 
function. The entropy score is then reduced from the number of images and 
it is compared with c1 threshold value. The obtained value is higher than the 
c1 threshold value; then d1 is said to be abnormal, otherwise normal. Finally, 
Figure 31.6 shows the output image for colon biopsy images.
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FIGURE 31.6  Output colon cancer image.

31.3.1.3  PARAMETER ANALYSIS

The classification capability of the various features proposed in this work 
has been quantitatively evaluated using various performance measures 
such as accuracy, sensitivity, specificity, Mathew’s correlation coefficient, 
F score, and receiver operating characteristic curve. Normal and malig-
nant images correspond to negative and positive samples, respectively. 
Therefore, true positive and true negative, respectively, are the number of 
correctly classified malignant and normal images. Similarly, false posi-
tive and false negative, respectively, represent the number of incorrectly 
classified normal and malignant images. The contingency table is given in 
Table 31.1.

TABLE 31.1  Contingency Table.

Actual class Predicted class
Normal Abnormal

Normal TN FP
Abnormal FN TP
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31.3.1.1.1  Accuracy

The classification accuracy is a measure of usefulness of a technique. It 
depends upon the number of correctly classified samples and is calculated 
using the following equation:

	 Accuracy 100Tp TN
N
+

= × 	 (31.8)

where N is the total number of colon biopsy images.

31.3.1.1.2  Sensitivity

Sensitivity is a measure of the ability of a technique to correctly identify 
positive samples. It can be calculated using the following equation:

	
TPSensitivity

TP FN
=

+ 	 (31.9)

The value of sensitivity ranges between 0 and 1, where 0 and 1 mean worst 
and best recognition of positive samples, respectively.

31.3.1.1.3  Specificity

Specificity is a measure of the ability of a technique to correctly identify 
negative samples. It can be calculated using the following equation:

	
TNSpecificity

TN FP
=

+ 	 (31.10)

The value of specificity ranges between 0 and 1, where 0 and 1 mean worst 
and best recognition of negative samples, respectively.

31.3.2  COMPARISON BETWEEN THE PROPOSED METHODS 
WITH OTHER EXISTING METHODS

The performance of the proposed colon cancer diagnosis (CCD) system has 
been compared with previously proposed approaches of colon biopsy image 
classification. In this context, five techniques16–20 have been selected from 
the contemporary literature for comparison. We have implemented these 
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techniques in MATLAB and evaluated classification performance measures 
on the dataset described in Section 31.3.1.3. To obtain a fair comparison 
with proposed method, we have used optimal values of the parameters used 
in these techniques.

Table 31.2 represents the statistical measures of the proposed system for 
the given colon biopsy sample images.

TABLE 31.2  Statistical Measures of the Proposed System.

Sr. no. Measures Result
Proposed (%) Novel structural 

descriptor (%)
GECC (%)

1. Sensitivity 85.4 95.6 97
2. Specificity 87.6 95.1 98
3. Accuracy 99 95.40 98.67

The sensitivity value represents the percentage of recognition of actual 
value and specificity value represents the percentage of recognition of actual 
negatives. Accuracy is the degree of closeness of measurements of a quantity 
to its actual (true) value. The performance of the proposed CCD system is 
evaluated by comparing its classification results with a traditional classifier 
system which uses the novel structural descriptor- and gene expression-
based ensemble classification of colon samples (GECC)-based tumor 
classification technique. Figure 31.7 represents the comparison graph of the 
statistical measure results of the proposed system with the novel structural 
descriptor- and GECC-based tumor classification system. The statistical 
graphs in Figure 31.7 show that the statistical measures give positive results 
for the proposed technique.

In Figure 31.7, the graph concludes that the sensitivity and specificity 
values of the proposed CCD system are lower than the existing method 
sensitivity and specificity value. The accuracy of the proposed method is 
higher than the existing method accuracy value, so the proposed method 
gives better performance.

To further prove that the proposed CCD system is the best for colon 
tumor detection, we made a comparison with some research papers which is 
shown in Table 31.3.

From the comparative analysis shown in Table 31.3, the proposed 
method has achieved better accuracy than the existing methods. From these 
experimental results, we can say that the proposed method is well suitable 
for the colon tumor identification scheme.



378	 Electronics and Communications Engineering

FIGURE 31.7  Comparison graph of the proposed system with the novel structure descriptor 
and GECC.

TABLE 31.3  Comparison Analysis with Previous Works.

Sr. no Technique Accuracy (%)
1. Structural and statistical pattern recognition1 83.33
2. Novel structural descriptors3 95.40
3. Gene expression-based ensemble classification15 98.67
4. Hybrid of novel geometric features20 92.62
5. Proposed method 99

31.3.3  DISCUSSION

As far we have seen, there are several methods available for colon cancer 
detection, but due to the presence of outliers the quality of the detected 
output may degrade.. Like, in novel structure descriptor method of detecting 
the colon cancer, produces good result conversely the output gets affected 
due to the presence of outliers. Similarly, even though GECC is the most 
widely used methods of detecting colon cancer, its performance gets 
affected on producing the accurate detection result. But our proposed CCD 
method produces better performance due to the presence of outliers also. 
The comparison method has shown that the novel structure descriptor as 
well as the GECC method’s sensitivity and specificity values are higher 
than the proposed method sensitivity and specificity values but the accuracy 
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value is lower than the proposed method value. From these discussions, it 
can be stated that our proposed CCD method with adaptive pillar K means 
algorithm produces better results when compared with the existing detection 
methods in the presence of outliers.

31.4  CONCLUSION

Adaptive pillar K means algorithm to detect colon cancer from biopsy samples 
is presented in this chapter. In the proposed CCD method initially, the colon 
biopsy samples are preprocessed using adaptive pillar K means clustering 
algorithm to produce a set of redundant candidate regions in which clusters 
are formed. Then, the outliers within the clustered regions are generated as a 
tree structure based on the decision tree in which the outliers are nodes, and 
the relationship between nodes is produced on the basis of information about 
outliers. Then, entropy-based outlier score computation will be done on each 
node of the tree. The IG method is used to compute the score for the outliers. 
Finally, score-based classification is performed to classify the normal or 
malignant cells. Experimental results show that the proposed method has 
better results compared with existing methods. It further suggests that the 
proposed method is well suitable for the colon cancer identification scheme.
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