Professional
Cloud Arqhitect
Study Guide

Second Edition

Includes one year of FREE access

to interactive online learning
environment and study tools:

» 2 custom practice exams

* More than 100 electronic flashcards
« Searchable key term glossary

DAN SULLIVAN

(_«SYBEX

A Wiley Brand

B






Google Cloud
Certified

Professional Cloud Architect

Study Guide
Second Edition







Google Cloud
Certified

Professional Cloud Architect

Study Guide
Second Edition

Dan Sullivan

y 4 .
¢ SYBEX
A Wiley Brand



Copyright © 2022 by Dan Sullivan. All rights reserved.
Published by John Wiley & Sons, Inc., Hoboken, New Jersey.
Published simultaneously in Canada.

ISBN: 978-1-119-87105-7

ISBN: 978-1-119-87106-4 (ebk.)

ISBN: 978-1-119-87107-1 (ebk.)

No part of this publication may be reproduced, stored in a retrieval system, or transmitted in any form or by

any means, electronic, mechanical, photocopying, recording, scanning, or otherwise, except as permitted under
Section 107 or 108 of the 1976 United States Copyright Act, without either the prior written permission of the
Publisher, or authorization through payment of the appropriate per-copy fee to the Copyright Clearance Center,
Inc., 222 Rosewood Drive, Danvers, MA 01923, (978) 750-8400, fax (978) 750-4470, or on the web at www
.copyright.com. Requests to the Publisher for permission should be addressed to the Permissions Department,
John Wiley & Sons, Inc., 111 River Street, Hoboken, NJ 07030, (201) 748-6011, fax (201) 748-6008, or online at
www.wiley.com/go/permission.

Limit of Liability/Disclaimer of Warranty: The publisher and the author make no representations or warranties

with respect to the accuracy or completeness of the contents of this work and specifically disclaim all warranties,
including without limitation warranties of fitness for a particular purpose. No warranty may be created or extended
by sales or promotional materials. The advice and strategies contained herein may not be suitable for every situation.
This work is sold with the understanding that the publisher is not engaged in rendering legal, accounting, or other
professional services. If professional assistance is required, the services of a competent professional person should

be sought. Neither the publisher nor the author shall be liable for damages arising herefrom. The fact that an
organization or Website is referred to in this work as a citation and/or a potential source of further information does
not mean that the author or the publisher endorses the information the organization or Website may provide or
recommendations it may make. Further, readers should be aware the Internet Websites listed in this work may have
changed or disappeared between when this work was written and when it is read.

For general information on our other products and services or for technical support, please contact our Customer
Care Department within the United States at (800) 762-2974, outside the United States at (317) 572-3993 or fax
(317) 572-4002.

Wiley also publishes its books in a variety of electronic formats. Some content that appears in print may not be
available in electronic formats. For more information about Wiley products, visit our web site at www .wiley . com.

Library of Congress Control Number: 2022931858

Trademarks: WILEY, the Wiley logo, and the Sybex logo are trademarks or registered trademarks of John Wiley
& Sons, Inc. and/or its affiliates, in the United States and other countries, and may not be used without written
permission. All other trademarks are the property of their respective owners. John Wiley & Sons, Inc. is not
associated with any product or vendor mentioned in this book.

Cover image: © Jeremy Woodhouse/Getty Images

Cover design: Wiley


http://www.copyright.com
http://www.copyright.com
www.wiley.com/go/permission
http://www.wiley.com

for Katherine






Acknowledgments

I have been fortunate to work again with professionals from Waterside Productions and
Wiley to create this study guide.

Carole Jelen, vice president of Waterside Productions, and Jim Minatel, associate pub-
lisher at John Wiley & Sons, led the effort to continue to create Google Cloud certification
guides. It was a pleasure to work with Kristi Bennett, Melissa Burlock, Saravanan Dak-
shinamurthy, and Pete Gaughan, who managed the revision process and made this project go
more smoothly than I expected.

I am especially grateful to Ammett Williams and Mark Grand for their deep knowledge of
Google Cloud and the thorough technical review they provided of the second edition of this
book. Their input has significantly improved the explanation of multiple topics. Thanks to
Valerie Parham-Thompson for her technical review of the first edition of this book.

My sons, James and Nicholas, both technology writers themselves, were my first readers
and helped me get the original manuscript across the finish line. Katherine, my wife and
partner in so many ventures, was again key to completing yet another project.

—Dan Sullivan






About the Author

Dan Sullivan is a principal engineer specializing in cloud architecture, data architecture,
and data analytics. Dan is the author of the Official Google Cloud Certified Associate

Cloud Engineer Study Guide (Sybex, 2019), Official Google Cloud Certified Professional
Data Engineer Study Guide (Sybex, 2019), and NoSQL for Mere Mortals (Addison-Wesley
Professional, 2015). He is an online instructor with numerous Google Cloud training courses
on Udemy, including Google Cloud Professional Architect: Get Certified, Google Cloud
Professional Data Engineer: Get Certified, and Google Cloud Associate Engineer: Get Cer-
tified. He is also the author of several LinkedIn Learning courses on databases, data science,
and machine learning.






About the Technical Editors

Ammett Williams is a very simple and sometimes avid daydreamer who has more than 14
years of experience in the IT industry. He has a strong inclination to help others learn and
challenge themselves with a lot of experience gained as a team leader. Ammett has started
the platform called Start Cloud Now with the aim to inspire others along their IT career
path. Ammett holds several IT certifications, including CCIE #43569, CISSP, AWS, and a few
Google Cloud professional level certs. Ammett can be found online on LinkedIn at www
.linkedin.com/1in/ammett and is also a developer relations engineer at Google.

Mark Grand has over 30 years of experience in software development and architecture.
The author of eight books on software architecture and Java, he has deep experience in dis-
tributed applications, the Java ecosystem, and database design. He has worked with Java
since before 1.0. He can translate English to SQL. Mark is also a GCP Certified Professional
Cloud Architect.

The application development areas that Mark has been involved with include social
media, analytics, what-if analysis, e-commerce, security, machine learning, blockchain, EDI
translation, data warehouse, big data, BPM internals, and database internals.

Mark’s areas of domain expertise include retail, travel, shipping, credit card processing,
healthcare, facilities management, accounting, advertising, and bioinformatics. Companies
that Mark has worked with include JFrog, IBM, HP, InComm, AutoZone, Whole Foods,
Home Depot, TSYS, Macy’s, Deloitte, Oracle, Young & Rubicam, and Bridge2 Solutions.

In his spare time, Mark enjoys cooking and composing music.


https://www.linkedin.com/in/ammett/
https://www.linkedin.com/in/ammett/




Contents at a Glance

Introduction
Assessment Test

Answers to the Assessment Test

Chapter 1 Introduction to the Google Professional
Cloud Architect Exam

Chapter 2 Designing Solutions to Meet Business Requirements
Chapter 3 Designing Solutions to Meet Technical Requirements
Chapter 4 Designing Compute Systems

Chapter 5 Designing Storage Systems

Chapter 6 Designing Networks

Chapter 7 Designing for Security and Legal Compliance
Chapter 8 Designing for Reliability

Chapter 9 Analyzing and Defining Technical Processes

Chapter 10 Analyzing and Defining Business Processes
Chapter 11 Development and Operations

Chapter 12 Migration Planning

Appendix Answers to the Review Questions

Index

xXX111

XXIX

XXXV

23

51

73
107
131
153
181
205
227
243
263
279

309






Contents

Introduction xxiii
Assessment Test XX1X
Answers to the Assessment Test XXXV
Chapter 1 Introduction to the Google Professional
Cloud Architect Exam 1
Exam Objectives 2
Analyzing Business Requirements 3
Reducing Operational Expenses 3
Accelerating the Pace of Development 4
Reporting on Service-Level Objectives S
Reducing Time to Recover from an Incident 5
Improving Compliance with Industry Regulations 6
Analyzing Technical Requirements 8
Functional Requirements 8
Exam Case Studies 11
EHR Healthcare 12
Helicopter Racing League 13
Mountkirk Games 14
TerramEarth 15
Summary 16
Exam Essentials 16
Review Questions 18
Chapter 2 Designing Solutions to Meet Business
Requirements 23
Business Use Cases and Product Strategy 24
EHR Healthcare 25
Helicopter Racing League 26
Mountkirk Games Strategy 26
TerramEarth Strategy 27
Application Design and Cost Considerations 27
Managed Services 28
Reduced Levels of Services 30
Data Lifecycle Management 32
Systems Integration and Data Management 33
Systems Integration Business Requirements 33
Data Management Business Requirements 36
Compliance and Regulation 38
Privacy Regulations 38

Data Integrity Regulations 39



Xvi

Chapter

Chapter

Contents

3

q

Security
Confidentiality
Integrity
Availability
Success Measures
Key Performance Indicators
Return on Investment
Summary
Exam Essentials
Review Questions

Designing Solutions to MeetTechnical

Requirements

High Availability
Compute Availability
Storage Availability
Network Availability
Application Availability
Scalability
Scaling Compute Resources
Scaling Storage Resources
Network Design for Scalability
Reliability
Measuring Reliability
Reliability Engineering
Summary
Exam Essentials
Review Questions

Designing Compute Systems

Compute Services and Use Cases
Compute Engine
App Engine
Cloud Functions
Cloud Run
Kubernetes Engine
Anthos
Overview of Anthos
Anthos Service Mesh
Anthos Multi Cluster Ingress
Anthos Deployment Options
AT and Machine Learning Services
Vertex Al
Cloud TPU
Data Flows and Pipelines

39
40
40
41
41
41
42
43
43
45

51

52
54
56
60
60
61
62
64
64
65
65
65
66
66
68

73

74
75
80
82
84
84
90
91
91
92
92
93
94
94
94



Chapter

Chapter

5

6

Cloud Pub/Sub Pipelines
Cloud Dataflow Pipelines
Cloud Dataproc
Cloud Workflows
Cloud Data Fusion
Cloud Composer
Compute System Provisioning
Additional Design Issues
Managing State in Distributed Systems
Synchronous and Asynchronous Operations
Summary
Exam Essentials
Review Questions

Designing Storage Systems

Overview of Storage Services

Object Storage with Google Cloud Storage
Organizing Objects in a Namespace
Cloud Storage FUSE
Storage Tiers
Cloud Storage Use Cases

Contents

Network-Attached Storage with Google Cloud Filestore

Cloud Filestore Service Tiers
Cloud Filestore Networking
Cloud Filestore Access Controls
Databases
Relational Database Overview
Cloud SQL
Cloud Spanner
Analytical Database: BigQuery
NoSQL Databases
Caching with Cloud Memorystore
Data Retention and Lifecycle Management
Networking and Latency
Summary
Exam Essentials
Review Questions

Designing Networks

IP Addressing, Firewall Rules, and Routers
IP Address Structure
Public vs. Private Addressing
Firewall Rules
Cloud Router
Cloud Armor

xvii

95
96
96
96
96
97
97
97
98
99
100
101
102

107

108
109
109
110
110
111
112
112
113
113
113
114
115
117
117
120
121
122
123
124
125
127

131

133
133
134
134
135
135



xviii

Chapter

Contents

7

Virtual Private Clouds
VPC Subnets
Shared VPC
VPC Network Peering
Hybrid-Cloud Networking
Hybrid-Cloud Design Considerations
Hybrid-Cloud Implementation Options
Service-Centric Networking
Private Service Connect for Google APIs
Private Service Connect for Google APIs with Consumer
HTTP(S)
Private Google Access
Private Google Access for On-Premises Hosts
Private Service Connect for Published Services
Private Service Access
Serverless VPC Access
Load Balancing
Regional Load Balancing
Global Load Balancing
Additional Network Services
Service Directory
Cloud CDN
Cloud DNS
Summary
Exam Essentials
Review Questions

Designing for Security and Legal Compliance

Identity and Access Management and Related Access
Control Services
Identities and Groups
Resources
Permissions
Roles
Policies
Cloud IAM Conditions
IAM Best Practices
Identity-Aware Proxy
Workload Identity Federation
Organization Constraints
Data Security
Encryption
Key Management
Cloud Storage Data Access

136
136
137
137
138
138
139
141
141

142
142
142
142
142
142
143
143
144
145
145
145
145
146
146
148

153

154
154
155
156
156
158
160
160
161
161
162
162
163
164
166



Contents

Security Evaluation
Penetration Testing
Auditing
Security Design Principles
Separation of Duties
Least Privilege
Defense in Depth
Major Regulations
HIPAA/HITECH
General Data Protection Regulation
Sarbanes-Oxley Act
Children’s Online Privacy Protection Act
ITIL Framework
Summary
Exam Essentials
Review Questions

Designing for Reliability

Improving Reliability with Cloud Operations Suite
Monitoring with Cloud Monitoring
Alerting with Cloud Monitoring
Logging with Cloud Logging
Open Source Observability Tools
Release Management
Continuous Delivery
Continuous Integration
Systems Reliability Engineering
Overload
Cascading Failures
Testing for Reliability
Incident Management and Post-Mortem Analysis
Summary
Exam Essentials
Review Questions

Analyzing and Defining Technical Processes

Software Development Lifecycle Plan
Analysis
Design

Continuous Integration/Continuous Delivery
Business Drivers to Adopt CI/CD
CI/CD Building Blocks

Troubleshooting and Post-Mortem Analysis Culture
Incident Post-Mortems
Project Post-Mortems

Xix

166
167
167
168
168
169
170
171
171
172
172
173
173
174
174
177

181

182
183
186
187
188
188
189
192
193
193
196
197
198
199
199
201

205

206
206
208
211
211
212
213
214
215



XX

Chapter

Chapter

Contents

10

1

IT Enterprise Processes

Business Continuity Planning and Disaster Recovery

Business Continuity Planning
Disaster Recovery

Summary

Exam Essentials

Review Questions

Analyzing and Defining Business Processes

Stakeholder Management
Interests and Influence
Projects, Programs, and Portfolios
Stages of Stakeholder Management
Change Management
Reasons for Change
Change Management Methodologies
Team Skill Management
Customer Success Management
Cost Optimization/Resource Optimization
Summary
Exam Essentials
Review Questions

Development and Operations

Application Development Methodologies
Waterfall
Spiral
Agile

Technical Debt

API Best Practices
Resources and Standard Methods
API Security

Testing Frameworks
Testing Framework Models
Automated Testing Tools

Data and System Migration Tooling
Types of Cloud Migrations
Migration Services and Tools

Interacting with Google Cloud Programmatically

Google Cloud SDK
Google Cloud Shell
Cloud Emulators
Summary
Exam Essentials
Review Questions

216
217
217
218
219
220
222

227

228
228
229
230
231
231
232
233
234
235
236
236
238

243

244
244
245
246
247
248
248
249
251
251
252
253
253
254
255
256
256
257
257
257
259



Chapter

Appendix

Index

12

Contents

Migration Planning

Integrating Cloud Services with Existing Systems
Migrating Systems and Data to Support a Solution
Planning for Systems Migrations
Planning for Data Migration
Software Licensing Mapping
Network Planning
Virtual Private Clouds
Network Access Controls
Scaling
Connectivity
Summary
Exam Essentials
Review Questions

Answers to the Review Questions

Chapter 1: Introduction to the Google Professional Cloud
Architect Exam

Chapter 2: Designing Solutions to Meet Business
Requirements

Chapter 3: Designing Solutions to Meet Technical
Requirements

Chapter 4: Designing Compute Systems

Chapter 5: Designing Storage Systems

Chapter 6: Designing Networks

Chapter 7: Designing for Security and Legal Compliance

Chapter 8: Designing for Reliability

Chapter 9: Analyzing and Defining Technical Processes

Chapter 10: Analyzing and Defining Business Processes

Chapter 11: Development and Operations

Chapter 12: Migration Planning

XXi

263

264
266
266
268
269
271
271
272
273
273
273
274
276

279

280

282

285
287
290
293
295
297
298
301
303
305

309






Introduction

The Google Cloud Platform is a diverse and growing set of services. To pass the Google
Cloud Professional Cloud Architect exam, you will need to understand how to reason
about both business requirements and technical requirements. This is not so much a test of
knowledge about how to do specific tasks in GCP, such as attaching a persistent disk to a
VM instance, which is the type of question you are more likely to get or see on the Google
Cloud Associate Cloud Engineer exam. The Google Cloud Professional Architect exam tests
your ability to perform high-level design and architecture tasks related to the following:

»  Designing applications

»  Planning migrations

»  Ensuring feasibility of proposed designs
*  Optimizing infrastructure

*  Building and deploying code

»  Managing data lifecycles

You will be tested on your ability to design solutions using a mix of compute, storage,
networking, and managed services. The design must satisfy both business and technical
requirements. If you find a question that seems to have two correct technical answers, look
closely at the business requirements. There is likely a business consideration that will make
one of the options a better choice than the other. For example, you might have a question
about implementing a stream processing system, and the options include a solution based
on Apache Flink running in Compute Engine and a solution using Cloud Dataflow. If the
business requirements indicate a preference for managed services, then the Cloud Dataflow
option is a better choice.

You will be tested on how to plan the execution of work required to implement a cloud
solution. Migrations to the cloud are often done in stages. Consider the advantages of
starting with low-risk migration tasks, such as setting up a test environment in the cloud
before moving production workloads to GCP.

The business and technical requirements may leave you open to proposing two or more
different solutions. In these cases, consider the feasibility of the implementation. Will it be
scalable and reliable? Even if GCP services have high SLOs, your system may depend on a
third-party service that may go down. If that happens, what is the impact on your workflow?
Should you plan to buffer work in a Cloud Pub/Sub queue rather than sending it directly
to the third-party service? Also consider costs and optimizations, but only after you have a
technically viable solution that meets business requirements. As computer science pioneer
Donald Knuth realized, “The real problem is that programmers have spent far too much
time worrying about efficiency in the wrong places and at the wrong times; premature opti-
mization is the root of all evil (or at least most of it) in programming.”! The same can be said
for architecture as well—meet business and technical requirements before trying to optimize.
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The exam guide states that architects should be familiar with the software development
lifecycle and agile practices. These will be important to know when answering questions
about developing and releasing code, especially how to release code into production environ-
ments without shutting down the service. It is important to understand topics such as
Blue/Green deployments, canary deployments, and continuous integration/continuous
delivery.

In this context, managing is largely about security and monitoring. Architects will need to
understand authentication and authorization in GCP. The IAM service is used across GCP,
and it should be well understood before attempting the exam. Cloud Monitoring and Cloud
Logging are the key services for monitoring and logging in GCP.

How Is the Professional Cloud Architect Exam Different from the Associate
Cloud Engineer Exam?

There is some overlap between the Professional Cloud Architect and Associate Cloud
Engineer exams. Both exams test for an understanding of technical requirements and the
ability to build, deploy, and manage cloud resources. In addition, the Professional Cloud
Architect exam tests the ability to work with business requirements to design, plan, and
optimize cloud solutions.

The questions on the Professional Cloud Architect exam are based on the kinds of work
cloud architects do on a day-to-day basis. This includes deciding which of several storage
options is best, designing a network to meet industry regulations, or understanding the
implications of horizontally scaling a database.

The questions on the Associate Cloud Engineer exam are based on the tasks that cloud
engineers perform, such as creating instance groups, assigning roles to identities, or mon-
itoring a set of VMs. The engineering exam is more likely to have detailed questions about
gcloud, gsutil, and bg commands. Architects need to be familiar with these commands
and their function, but a detailed knowledge of command options and syntax is not fre-
quently needed on the Professional Cloud Architect exam.

This book is designed to help you pass the Professional Cloud Architect certification exam.
If you'd like additional preparation, review the Official Google Cloud Certified Associate
Cloud Engineer Study Guide (Sybex, 2019).

What Does This Book Cover?

This book covers the topics outlined in the Professional Cloud Architect exam guide
available here:

cloud.google.com/certification/guides/professional-cloud-architect


https://cloud.google.com/certification/guides/professional-cloud-architect/
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Chapter 1: Introduction to the Google Professional Cloud Architect Exam  This
chapter outlines the exam objectives, scope of the exam, and case studies used in the
exam. One of the most challenging parts of the exam for many architects is mapping
business requirements to technical requirements. This chapter discusses strategies for
culling technical requirements and constraints from statements about nontechnical
business requirements. The chapter also discusses the need to understand functional
requirements around computing, storage, and networking as well as nonfunctional char-
acteristics of services, such as availability and scalability.

Chapter 2: Designing Solutions to Meet Business Requirements  This chapter reviews
several key areas where business requirements are important to understand, including
business use cases and product strategies, application design and cost considerations,
systems integration and data management, compliance and regulations, security, and
success measures.

Chapter 3: Designing Solutions to Meet Technical Requirements  This chapter dis-
cusses ways to ensure high availability in compute, storage, and applications. It also
reviews ways to ensure scalability in compute, storage, and network resources. The
chapter also introduces reliability engineering.

Chapter 4: Designing Compute Systems This chapter discusses Compute Engine, App
Engine, Kubernetes Engine, Anthos, and Cloud Functions. Topics in this chapter include
use cases, configuration, management, and design. Other topics include managing state
in distributed systems, data flows and pipelines, and data integrity. Monitoring and
alerting are also discussed.

Chapter 5: Designing Storage Systems  This chapter focuses on storage and database
systems. Storage systems include object storage, network-attached storage, and caching.
Several databases are reviewed, including Cloud SQL, Cloud Spanner, BigQuery, Cloud
Firestore, and Bigtable. It is important to know how to choose among storage and data-
base options when making architectural choices. Other topics include provisioning, data
retention and lifecycle management, and network latency.

Chapter 6: Designing Networks  This chapter reviews VPCs, including subnets and
IP addressing, hybrid cloud networking, VPNs, peering, Shared VPCs, and direct con-
nections. This chapter also includes a discussion of regional and global load balancing.
Hybrid cloud computing and networking topics are important concepts for the exam.

Chapter 7: Designing for Security and Legal Compliance  This chapter discusses IAM,
data security including encryption at rest and encryption in transit, key management,
security evaluation, penetration testing, auditing, and security design principles. Major
regulations and ITIL are reviewed.

Chapter 8: Designing for Reliability  This chapter begins with a discussion of Cloud
Operations (formerly Stackdriver) for monitoring, logging, and alerting. Next, the
chapter reviews continuous deployment and continuous integration. Systems reliability
engineering is discussed, including overloads, cascading failures, and testing for reli-
ability. Incident management and post-mortem analysis are also described.
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Chapter 9: Analyzing and Defining Technical Processes  This chapter focuses on soft-
ware development lifecycle planning. This includes troubleshooting, testing and valida-
tion, business continuity, and disaster recovery.

Chapter 10: Analyzing and Defining Business Processes  This chapter includes several
business-oriented skills including stakeholder management, change management, team
skill management, customer success management, and cost management.

Chapter 11: Development and Operations  This chapter reviews application
development methodologies, API best practices, and testing frameworks, including load,
unit, and integration testing. The chapter also discusses data and systems migration tool-
ing. The chapter concludes with a brief review of using Cloud SDK and programmati-
cally working with GCP.

Chapter 12: Migration Planning  This chapter describes how to plan for a cloud
migration. Steps include integrating with existing systems, migrating systems and data,
license mapping, network management and planning, as well as testing and developing
proof-of-concept systems.

Like all exams, the Professional Cloud Architect certification from Google is updated peri-
odically and may eventually be retired or replaced. At some point after Google no longer offers
this exam, the old editions of our books and online tools will be retired. If you have purchased
this book after the exam was retired, or are attempting to register in the Sybex online learning
environment after the exam was retired, please know that we make no guarantees that this
exam’s online Sybex tools will be available once the exam is no longer available.

Interactive Online Learning
Environment and Test Bank

Studying the material in the Google Cloud Certified Professional Cloud Architect Study
Guide is an important part of preparing for the Professional Cloud Architect certification
exam, but we also provide additional tools to help you prepare. The online Test Bank will
help you understand the types of questions that will appear on the certification exam.

The sample tests in the Test Bank include all the questions in each chapter as well as the
questions from the assessment test. In addition, there are two practice exams with 50 ques-
tions each. You can use these tests to evaluate your understanding and identify areas that
may require additional study.

The flashcards in the Test Bank will push the limits of what you should know for the
certification exam. There are more than 100 questions that are provided in digital format.
Each flashcard has one question and one correct answer.

The online glossary is a searchable list of key terms introduced in this exam guide that
you should know for the Professional Cloud Architect certification exam.

Go to www.wiley.com/go/sybextestprep to register and gain access to this interactive
online learning environment and test bank with study tools.
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Additional Resources

People learn in different ways. For some, a book is an ideal way to study, while auditory learners
may find audio and video resources a more efficient way to study. A combination of resources
may be the best option for many of us. In addition to this study guide, here are some other
resources that can help you prepare for the Google Cloud Professional Cloud Architect exam.

The Professional Cloud Architect Certification Exam Guide:
cloud.google.com/certification/guides/professional-cloud-architect
Exam FAQs:
cloud.google.com/certification/faqs/#0
Google’s Sample Questions:
cloud.google.com/certification/cloud-architect
Google Cloud Platform documentation:
cloud.google.com/docs

Online course Google Cloud Professional Architect: Get Certified by Dan Sullivan

www . udemy . com/course/google-cloud-professional-architect-
get-certified

> 4 Exam objectives are subject to change at any time without prior notice
,drr: and at Google's sole discretion. Please visit the Google Professional
Cloud Architect website (cloud.google.com/certification/cloud-
architect) for the most current listing of exam objectives.

Objective Map

Objective Chapter
Section 1: Designing and planning a cloud solution architecture

1.1 Designing a solution infrastructure that meets business 1,2
requirements

1.2 Designing a solution infrastructure that meets technical 2,3

requirements


https://cloud.google.com/certification/guides/professional-cloud-architect/
https://cloud.google.com/certification/faqs/#0
https://cloud.google.com/certification/cloud-architect
https://cloud.google.com/docs/
https://www.udemy.com/course/google-cloud-professional-architect-get-certified/
https://www.udemy.com/course/google-cloud-professional-architect-get-certified/
https://cloud.google.com/certification/cloud-architect
https://cloud.google.com/certification/cloud-architect
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Objective
1.3 Designing network, storage, and compute resources

1.4 Creating a migration plan (i.e., documents and architec-
tural diagrams)

1.5 Envisioning future solution improvements

Section 2: Managing and provisioning solutions infrastructure
2.1 Configuring network topologies

2.2 Configuring individual storage systems

2.3 Configuring compute systems

Section 3: Designing for security and compliance

3.1 Designing for security

3.2 Designing for compliance

Section 4: Analyzing and optimizing technical and
business processes

4.1 Analyzing and defining technical processes
4.2 Analyzing and defining business processes

4.3 Developing procedures to ensure reliability of solutions in
production (e.g., chaos engineering, penetration testing)

Section 5: Managing implementation

5.1 Advising development/operations team(s) to ensure successful
deployment of the solution

5.2 Interacting with Google Cloud programmatically
Section 6: Ensuring solutions and operations reliability
6.1 Monitoring/logging/profiling/alerting solution

6.2 Deployment and release management

6.3 Assisting with support of deployed solutions

6.4 Evaluating quality control measures

Chapter

12

10

11

11

x® o0 o @
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Assessment Test

1. Building for Builders LLC manufactures equipment used in residential and commercial
building. Each of its 500,000 pieces of equipment in use around the globe has IoT devices
collecting data about the state of equipment. The IoT data is streamed from each device every
10 seconds. On average, 10 KB of data is sent in each message. The data will be used for pre-
dictive maintenance and product development. The company would like to use a managed
service in Google Cloud. What would you recommend?

A. Apache Cassandra
B. Cloud Bigtable

C. BigQuery

D. Cloud SQL

2. You have developed a web application that is becoming widely used. The front end runs
in Google App Engine and scales automatically. The backend runs on Compute Engine in
a managed instance group. You have set the maximum number of instances in the back-
end managed instance group to five. You do not want to increase the maximum size of the
managed instance group or change the VM instance type, but there are times the front end
sends more data than the backend can keep up with and data is lost. What can you do to
prevent the loss of data?

A. Use an unmanaged instance group.
B. Store ingested data in Cloud Storage.

C. Have the front end write data to a Cloud Pub/Sub topic, and have the backend read
from that topic.

D. Store ingested data in BigQuery.
3.  You are setting up a cloud project and want to assign members of your team different roles

that have appropriate permissions for their responsibilities. What GCP service would you use
to do that?

A. Cloud Identity

B. Identity and Access Management (IAM)
C. Cloud Authorizations

D. LDAP

4. You would like to run a custom stateless container in a managed Google Cloud service. What
are your three options?

A. App Engine Standard, Cloud Run, and Kubernetes Engine
B. App Engine Flexible, Cloud Run, and Kubernetes Engine
C. Compute Engine, Cloud Functions, and Kubernetes Engine
D. Cloud Functions, Cloud Run, and App Engine Flexible
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PhotosForYouToday prints photographs and ships them to customers. The front-end appli-
cation uploads photos to Cloud Storage. Currently, the back end runs a cron job that checks
Cloud Storage buckets every 10 minutes for new photos. The product manager would like to
process the photos as soon as they are uploaded. What would you use to cause processing to
start when a photo file is saved to Cloud Storage?

A. A Cloud Function

B. An App Engine Flexible application

C. A Kubernetes pod

D. A cron job that checks the bucket more frequently

The chief financial officer of your company believes that you are spending too much money

to run an on-premises data warehouse and wants to migrate to a managed cloud solution.
What GCP service would you recommend for implementing a new data warehouse in GCP?

A. Compute Engine
B. BigQuery

C. Cloud Dataproc
D. Cloud Bigtable

A government regulation requires you to keep certain financial data for seven years. You are
not likely to ever retrieve the data, and you are only keeping it to comply with regulations.
There are approximately 500 TB of financial data for each year that you are required to save.
What is the most cost-effective way to store this data?

A. Cloud Storage multiregional storage

B. Cloud Storage Nearline storage

C. Cloud Storage Archive storage

D. Cloud Storage persistent disk storage

Global Games Enterprises Inc. is expanding from North America to Europe. Some of the

games offered by the company collect personal information. With what additional regulation
will the company need to comply when it expands into the European market?

A. HIPAA

B. PCI-DSS
C. GDPR
D. SOX

Your team is developing a Tier 1 application for your company. The application will depend
on a PostgreSQL database. Team members do not have much experience with PostgreSQL
and want to implement the database in a way that minimizes their administrative responsibil-
ities for the database. What managed service would you recommend?

A. Cloud SQL

B. Cloud Dataproc
C. Cloud Bigtable

D. Cloud PostgreSQL
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What is a service-level indicator?

A. A metric collected to indicate how well a service-level objective is being met

B. A type of log

C. A type of notification sent to a sysadmin when an alert is triggered

D. A visualization displayed when a VM instance is down

Developers at MakeYouFashionable have adopted agile development methodologies. Which
tool might they use to support CI/CD?

A. Google Docs

B. Jenkins
C. Apache Cassandra
D. Clojure

You have a backlog of audio files that need to be processed using a custom application.
The files are stored in Cloud Storage. If the files were processed continuously on three n2-
standard-4 instances, the job could complete in two days. You have 30 days to deliver the
processed files, after which they will be sent to a client and deleted from your systems. You
would like to minimize the cost of processing. What might you do to help keep costs down?

A. Store the files in Coldline storage.

B. Store the processed files in multiregional storage.
C. Store the processed files in Cloud CDN.

D. Use preemptible VMs.

You have joined a startup selling supplies to visual artists. One element of the company’s
strategy is to foster a social network of artists and art buyers. The company will provide
e-commerce services for artists and earn revenue by charging a fee for each transaction. You
have been asked to collect more detailed business requirements. What might you expect as an
additional business requirement?

A. The ability to ingest streaming data

B. A recommendation system to match buyers to artists

C. Compliance with SOX regulations

D. Natural language processing of large volumes of text

You work for a manufacturer of specialty die cast parts for the aerospace industry. The
company has built a reputation as the leader in high-quality, specialty die cast parts, but
recently the number of parts returned for poor quality is increasing. Detailed data about the
manufacturing process is collected throughout every stage of manufacturing. To date, the
data has been collected and stored but not analyzed. There is a total of 20 TB of data. The

company has a team of analysts familiar with spreadsheets and SQL. What service might you
recommend for conducting preliminary analysis of the data?

A. Compute Engine

B. Kubernetes Engine
C. BigQuery
D

Cloud Functions
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A client of yours wants to run an application in a highly secure environment. They want to
use instances that will only run boot components verified by digital signatures. What would
you recommend they use in Google Cloud?

A. Preemptible VMs

B. Managed instance groups
C. Cloud Functions

D. Shielded VMs

You have installed the Google Cloud SDK. You would now like to work on transferring files
to Cloud Storage. What command-line utility would you use?

A. bqg

B. gsutil
C. cbt

D. gcloud

Kubernetes pods sometimes need access to persistent storage. Pods are ephemeral—they may
shut down for reasons not in control of the application running in the pod. What mechanism
does Kubernetes use to decouple pods from persistent storage?

A. PersistentVolumes

B. Deployments

C. ReplicaSets

D. Ingress

An application that you support has been missing service-level objectives, especially around
database query response times. You have reviewed monitoring data and determined that

a large number of database read operations is putting unexpected load on the system. The
database uses PostgreSQL, and it is running in Compute Engine. You have tuned SQL

queries, and the performance is still not meeting objectives. Of the following options, which
would you try next?

A. Migrate to a NoSQL database.

B. Move the database to Cloud SQL.

C. Use read replicas.

D. Move some of the data out of the database to Cloud Storage.

You are running a complicated stream processing operation using Apache Beam. You want to
start using a managed service. What GCP service would you use?

A. Cloud Dataprep

B. Cloud Dataproc

C. Cloud Dataflow

D. Cloud Identity
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Your team has had several incidents in which Tier 1 and Tier 2 services were down for more
than one hour. After conducting a few retrospective analyses of the incidents, you have deter-
mined that you could identify the causes of incidents faster if you had a centralized log repos-
itory. What GCP service could you use for this?

A. Cloud Logging

B. Cloud Monitoring

C. Cloud SQL

D. Cloud Trace

A Global 2000 company has hired you as a consultant to help architect a new logistics
system. The system will track the location of parts as they are shipped between company
facilities in Europe, Africa, South America, and Australia. Anytime a user queries the data-
base, they must receive accurate and up-to-date information; specifically, the database must

support strong consistency. Users from any facility may query the database using SQL. What
GCP service would you recommend?

A. Cloud SQL

B. BigQuery

C. Cloud Spanner

D. Cloud Dataflow

A database architect for a game developer has determined that a NoSQL document database
is the best option for storing players’ possessions. What GCP service would you recommend?
A. Cloud Firestore

B. Cloud Storage

C. Cloud Dataproc

D. Cloud Bigtable

A major news agency is seeing increasing readership across the globe. The CTO is concerned

that long page-load times will decrease readership. What might the news agency try to reduce
the page-load time of readers around the globe?

A. Regional Cloud Storage

B. Cloud CDN

C. Fewer firewall rules

D. Virtual private network

What networking mechanism allows different VPC networks to communicate using private
IP address space, as defined in RFC 1918?

A. ReplicaSets

B. Custom subnets

C. VPC network peering

D

Firewall rules
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25. You have been tasked with setting up disaster recovery infrastructure in the cloud that will be
used if the on-premises data center is not available. What network topology would you use
for a disaster recovery environment?

A. Meshed topology

B. Mirrored topology

C. Gated egress topology
D. Gated ingress topology
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Answers to the Assessment Test

1.

B. Option B is correct. Bigtable is the best option for streaming [oT data, since it supports
low-latency writes and is designed to scale to support petabytes of data.

Option A is incorrect because Apache Cassandra is not a managed database in GCP. Option
C is incorrect because BigQuery is a data warehouse. While it is a good option for analyzing
large volumes of data, Bigtable is a better option for ingesting the data. Option D is incorrect.
CloudSQL is a managed relational database. The use case does not require a relational data-
base, and Bigtable’s scalability is a better fit with the requirements.

C. The correct answer is C. A Cloud Pub/Sub topic would decouple the front end and back-
end, provide a managed and scalable message queue, and store ingested data until the back-
end can process it.

Option A is incorrect. Switching to an unmanaged instance group will mean that the in-
stance group cannot autoscale. Option B is incorrect. You could store ingested data in Cloud
Storage, but it would not be as performant as the Cloud Pub/Sub solution. Option D is incor-
rect because BigQuery is a data warehouse and not designed for this use case.

B. The correct answer is B. IAM is used to manage roles and permissions.

Option A is incorrect. Cloud Identity is a service for creating and managing identities. Option
C is incorrect. There is no GCP service with that name at this time. Option D is incorrect.
LDAP is not a GCP service.

B. The correct answer is B. You can run custom stateless containers in App Engine Flexible,
Cloud Run, and Kubernetes Engine.

Option A is incorrect because App Engine Standard does not support custom containers.
Option C is incorrect because Compute Engine is not a managed service and Cloud
Functions does not support custom containers. Option D is incorrect because Cloud
Functions does not support custom containers.

A. The correct answer is A. A Cloud Function can respond to a create file event in Cloud
Storage and start processing when the file is created.

Option B is incorrect because an App Engine Flexible application cannot directly respond to
a Cloud Storage write event. Option C is incorrect. Kubernetes pods are the smallest compute
unit in Kubernetes and are not designed to directly respond to Cloud Storage events. Option
D is incorrect because it does not guarantee that photos will be processed as soon as they

are created.

B. The correct answer is B. BigQuery is a managed analytics database designed to support
data warehouses and similar use cases.

Option A is incorrect. Compute Engine is not a managed service. Option C is incorrect.
Cloud Dataproc is a managed Hadoop and Spark service. Option D is incorrect. Bigtable
is a NoSQL database well suited for large-volume, low-latency writes and limited ranges
of queries. It is not suitable for the kind of ad hoc querying commonly done with data
warehouses.
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C. The correct answer is C. Cloud Storage Archive is the lowest-cost option, and it is
designed for data that is accessed less than once per year.

Options A and B are incorrect because they cost more than Archive storage. Option D is
incorrect because there is no such service.

C. The correct answer is C. The GDPR is a European Union directive protecting the personal
information of EU citizens.

Option A is incorrect. HIPAA is a US healthcare regulation. Option B is incorrect. PCI-DS
is a payment card data security regulation; if Global Games Enterprises Inc. is accepting
payment cards in North America, it is already subject to that regulation. Option D is a US
regulation on some publicly traded companies; the company may be subject to that regula-
tion already, and expanding to Europe will not change its status.

A. The correct answer is A. Cloud SQL is a managed database service that supports
PostgreSQL.

Option B is incorrect. Cloud Dataproc is a managed Hadoop and Spark service. Option C
is incorrect. Cloud Bigtable is a NoSQL database. Option D is incorrect. There is no service
called Cloud PostgreSQL in GCP at this time.

A. The correct answer is A. A service-level indicator is a metric used to measure how well a
service is meeting its objectives.

Options B and C are incorrect. It is not a type of log or a type of notification. Option D is
incorrect. A service-level indicator is not a visualization, although the same metrics may be
used to drive the display of a visualization.

B. The correct answer is B. Jenkins is a popular CI/CD tool. Option A is incorrect. Google
Docs is a collaboration tool for creating and sharing documents. Option C is incorrect. Cas-
sandra is a NoSQL database. Option D is incorrect. Clojure is a Lisp-like programming lan-
guage that runs on the Java virtual machine (JVM).

D. The correct answer is D. Use preemptible VMs, which cost significantly less than stan-
dard VMs. Option A is incorrect. Coldline storage is not appropriate for files that are actively
used. Option B is incorrect. Storing files in multiregional storage will cost more than regional
storage, and there is no indication from the requirements that they should be stored multire-
gionally. Option C is incorrect. There is no indication that the processed files need to be dis-
tributed to a global user base.

B. The correct answer is B. This is an e-commerce site matching sellers and buyers, so a
system that recommends artists to buyers can help increase sales.

Option A is incorrect. There is no indication of any need for streaming data. Option C is
incorrect. This is a startup, and it is not likely subject to SOX regulations. Option D is incor-
rect. There is no indication of a need to process large volumes of text.

C. The correct answer is C. BigQuery is an analytics database that supports SQL.

Options A and B are incorrect because although they could be used to run analytics appli-
cations, such as Apache Hadoop or Apache Spark, it would require more administrative
overhead. Also, the team members working on this are analysts, but there is no indication
that they have the skills or desire to manage analytics platforms. Option D is incorrect.
Cloud Functions is for running short programs in response to events in GCP.
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D. The correct answer is D. Shielded VMs include secure boot, which only runs digitally veri-
fied boot components.

Option A is incorrect. Preemptible VMs are interruptible instances, but they cost less than
standard VMs. Option B is incorrect. Managed instance groups are sets of identical VMs that
are managed as a single entity. Option C is incorrect. Cloud Functions is a managed service
for running programs in response to events in GCP.

B. The correct answer is B. gsutil is the command-line utility for working with
Cloud Storage.

Option A is incorrect. bq is the command-line utility for working with BigQuery. Option C
is incorrect. cbt is the command-line utility for working with Cloud Bigtable. Option D is
incorrect. gcloud is used to work with most GCP services but not Cloud Storage.

A. The correct answer is A. PersistentVolumes is Kubernetes’ way of representing storage
allocated or provisioned for use by a pod.

Option B is incorrect. Deployments are a type of controller consisting of pods running the
same version of an application. Option C is incorrect. A ReplicaSet is a controller that man-
ages the number of pods running in a deployment. Option D is incorrect. An Ingress is an
object that controls external access to services running in a Kubernetes cluster.

C. The correct answer is C. Use read replicas to reduce the number of reads against the pri-
mary persistent storage system that is supporting both reads and writes.

Option A is incorrect. The application is designed to work with a relational database, and
there is no indication that a NoSQL database is a better option overall. Option B is incor-
rect. Simply moving the database to a managed service will not change the number of read
operations, which is the cause of the poor performance. Option D is incorrect. Moving
data to Cloud Storage will not reduce the number of reads, and Cloud Storage does not
support SQL.

C. The correct answer is C. Cloud Dataflow is an implementation of the Apache Beam
stream processing framework. Cloud Dataflow is a fully managed service.

Option A is incorrect. Cloud Dataprep is used to prepare data for analysis. Option B is incor-
rect. Cloud Dataproc is a managed Hadoop and Spark service. Option D is incorrect. Cloud
Identity is an authentication service.

A. The correct answer is A. Cloud Logging is a centralized logging service.

Option B is incorrect. Cloud Monitoring collects and manages performance metrics. Option
C is incorrect. Cloud SQL is used for regional, relational databases. Option D is incorrect.
Cloud Trace is a service for distributed tracing of application performance.

C. The correct answer is C. Cloud Spanner is a globally scalable, strongly consistent
relational database that can be queried using SQL.

Option A is incorrect because it will not scale to the global scale as Cloud Spanner will.
Option B is incorrect. The requirements describe an application that will likely have frequent
updates and transactions. BigQuery is designed for analytics and data warehousing. Option
D is incorrect. Cloud Dataflow is a stream and batch processing service.
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A. The correct answer is A. Cloud Firestore is a managed document NoSQL data-
base in GCP.

Option B is incorrect. Cloud Storage is an object storage system, not a document NoSQL
database. Option C is incorrect. Cloud Dataproc is a managed Hadoop and Spark service.
Option D is incorrect. Cloud Bigtable is a wide-column NoSQL database, not a docu-
ment database.

B. The correct answer is B. Cloud CDN is GCP’s content delivery network, which distributes
static content globally.

Option A is incorrect. Reading from regional storage can still have long latencies for readers
outside of the region. Option C is incorrect. Firewall rules do not impact latency in any dis-

cernible way. Option D is incorrect because VPN are used to link on-premises networks to

Google Cloud.

C. The correct answer is C. VPC peering allows different VPCs to communicate using
private networks.

Option A is incorrect. ReplicaSets are used in Kubernetes; they are not related to VPCs.
Option B is incorrect. Custom subnets define network address ranges for regions. Option D is
incorrect. Firewall rules control the flow of network traffic.

B. The correct answer is B. With a mirrored topology, the public cloud and private on-
premises environments mirror each other.

Option A is incorrect. In a mesh topology, all systems in the cloud and private networks can
communicate with each other. Option C is incorrect. In a gated egress topology, on-premises
service APIs are made available to applications running in the cloud without exposing

them to the public Internet. Option D is incorrect. In a gated ingress topology, cloud service
APIs are made available to applications running on-premises without exposing them to the
public Internet.
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PROFESSIONAL CLOUD ARCHITECT
CERTIFICATION EXAM OBJECTIVES
COVERED INTHIS CHAPTER INCLUDE
THE FOLLOWING:

v Section 1: Designing and planning a cloud solution
architecture

1.1 Designing a solution infrastructure that meets business
requirements. Considerations include:

Business use cases and product strategy
Cost optimization

Supporting the application design
Integration with external systems
Movement of data

Design decision tradeoffs

Build, buy, modify, or deprecate

Success measurements (e.g., Key Performance Indicators
(KPI), Return on Investment (ROI), metrics)

Compliance and observability



This Study Guide is designed to help you acquire the technical
5 knowledge and analytical skills that you will need to pass the
ST Google Cloud Professional Architect certification exam. This
exam is designed to evaluate your skills for assessing business requirements, identifying
technical requirements, and mapping those requirements to solutions using Google Cloud
products, as well as monitoring and maintaining those solutions. This breadth of topics
alone is enough to make this a challenging exam. Add to that the need for soft skills, such as
working with colleagues in order to understand their business requirements, and you have
an exam that is difficult to pass.

The Google Cloud Professional Architect exam is not a body of knowledge exam. You
can know Google Cloud product documentation in detail, memorize most of what you read
in this guide, and view multiple online courses, but that will not guarantee that you pass the
exam. You will be required to exercise judgment. You will have to understand how business
requirements constrain your options for choosing a technical solution. You will be asked the
kinds of questions a business sponsor might ask about implementing their project.

This chapter will review the following;:

»  Exam objectives
= Scope of the exam
= Case studies written by Google and used as the basis for some exam questions

»  Additional resources to help in your exam preparation

Exam Objectives

The Google Cloud Professional Cloud Architect exam will test your architect skills,
including the following:

»  Planning cloud solutions

*  Managing and provisioning cloud solutions

=  Securing systems and processes

*  Analyzing and optimizing technical and business processes
*»  Managing implementations

»  Ensuring solution and operations reliability



Analyzing Business Requirements 3

It is clear from the exam objectives that the test covers the full lifecycle of solution
development from inception and planning through monitoring and maintenance.

Analyzing Business Requirements

An architect starts the planning phase by collecting information, starting with business
requirements. You might be tempted to start with technical details about the current solu-
tion. You might want to ask technical questions so that you can start eliminating options.
You may even think that you’ve solved this kind of problem before and you just have to pick
the right architecture pattern. Resist those inclinations if you have them. All architecture
design decisions must be made in the context of business requirements.

Business requirements define the operational landscape in which you will develop a solu-
tion. Example business requirements are as follows:

»  The need to reduce capital expenditures

= Accelerating the pace of software development
»  Reporting on service-level objectives

*  Reducing time to recover from an incident

» Improving compliance with industry regulations

Business requirements may be about costs, customer experience, or operational improve-
ments. A common trait of business requirements is that they are rarely satisfied by a single
technical decision.

Reducing Operational Expenses

Reducing operational expenses may be satisfied by using managed services instead of
operating services yourself, accepting different services commitments such as preemptible
virtual machines and Pub/Sub Lite, and using services that automatically scale to load.

Managed services reduce the workload on systems administrators and DevOps engineers
because they eliminate some of the work required when managing your own implementation
of a platform. Note that while managed services can reduce costs, that is not always the case;
if cost is a key driver for selecting a managed service, it is important to verify that managed
services will actually cost less. A database administrator, for example, would not have to
spend time performing backups or patching operating systems if they used Cloud SQL
instead of running a database on Compute Engine instances or in their own data center. Big-
Query is a widely used data warehouse and analytics managed service that can significantly
reduce the cost of data warehousing by eliminating many database administrator tasks, such
as managing storage infrastructure.

Some services have the option of trading some availability, scalability, or reliability fea-
tures for lower costs. Preemptible VMs, for example, are low-cost instances that can be shut
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down at any time but can run up to 24 hours before they will be preempted, that is, shut
down and no longer available to you. They are a good option for batch processing and other
tasks that are easily recovered and restarted. Pub/Sub Lite can be an order of magnitude less
expensive than Pub/Sub but comes with lower availability and durability. Pub/Sub Lite is
recommended only when the cost savings justify additional operational work to reserve and
manage resource capacity.

Autoscaling enables engineers to deploy an adequate number of resources needed to meet
the load on a system. In a Compute Engine Managed Instance Group, additional virtual
machines are added to the group when demand is high; when demand is low, the number of
instances is reduced. With autoscaling, organizations can stop pre-purchasing infrastructure
to meet peak capacity and can instead scale their infrastructure to meet the immediate need.
With Cloud Run, when a service is not receiving any traffic, the revision of that service is
scaled to zero and no costs are incurred.

Accelerating the Pace of Development

Successful businesses are constantly innovating. Agile software development practices are
designed to support rapid development, testing, deployment, and feedback.

A business that wants to accelerate the pace of development may turn to managed ser-
vices to reduce the operational workload on their operations teams. Managed services
also allow engineers to implement services, such as image processing and natural language
processing, which they could not do on their own if they did not have domain expertise
on the team.

Continuous integration and continuous delivery are additional practices within software
development. The idea is that it’s best to integrate small amounts of new code frequently so
that it can be tested and deployed rather than trying to release many changes at one time.
Small releases are easier to review and debug. They also allow developers to get feedback
from colleagues and customers about features, performance, and other factors.

As an architect, you may have to work with monolithic applications that are difficult to
update in small increments. In that case, there may be an implied business requirement to
consider decomposing the monolithic application into a microservice architecture. If there
is an interest in migrating to a microservice architecture, then you will need to decide if you
should migrate the existing application into the cloud as is, known as lift and shift, or you
should begin transforming the application during the cloud migration. Alternatively, you
could also rebuild on the cloud using cloud-native design without migrating, which is known
as rip and replace.

There is no way to decide about this without considering business requirements. If the
business needs to move to the cloud as fast as possible to avoid a large capital expenditure
on new equipment or to avoid committing to a long-term lease in a co-location data center
or if the organization wants to minimize change during the migration, then lift and shift is
the better choice. Most importantly, you must assess if the application can run in the cloud
with minimal modification. Otherwise, you cannot perform a lift-and-shift migration.

If the monolithic application is dependent on deprecated components and written in a
language that is no longer supported in your company, then rewriting the application or
using a third-party application is a reasonable choice.
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Reporting on Service-Level Objectives

The operational groups of a modern business depend on IT applications. A finance
department needs access to accounting systems. A logistics analyst needs access to data
about how well the fleet of delivery vehicles is performing. The sales team constantly queries
and updates the customer management system. Different business units will have different
business requirements around the availability of applications and services.

A finance department may only need access to accounting systems during business hours.
In that case, upgrades and other maintenance can happen during off-hours and would not
require the accounting system to be available during that time. The customer management
system, however, is typically used 24 hours a day, every day. The sales team expects the
application to be available all the time. This means that support engineers need to find ways
to update and patch the customer management system while minimizing or even avoid-
ing downtime.

Requirements about availability are formalized in service-level objectives (SLOs). SLOs
can be defined in terms of availability, such as being available 99.9 percent of the time.

A database system may have SLOs around durability or the ability to retrieve data. For
example, the human resources department may have to store personnel data reliably for
seven years, and the storage system must guarantee that there is a less than 1 in 10 billion
chances of an object being lost. Interactive systems have performance-related SLOs. A web
application SLO may require a page loading average response time of 2 seconds with a 95th
percentile of 4 seconds.

Logging and monitoring data are used to demonstrate compliance with SLOs. The Cloud
Logging service collects information about significant events, such as a disk running out of
space. Cloud Monitoring collects metrics from infrastructure, services, and applications such
as average CPU utilization during a particular period of time or the number of bytes writ-
ten to a network in a defined time span. Developers can create reports and dashboards using
logging details and metrics to monitor compliance with SLOs. These metrics are known as
service-level indicators (SLIs).

Reducing Time to Recover from an Incident

Incidents, in the context of IT services, are a disruption that causes a service to be degraded
or unavailable. An incident can be caused by single factors, such as an incorrect configura-
tion. Often, there is no single root cause of an incident. Instead, a series of failures and errors
contributes to a service failure.

For example, consider an engineer on call who receives a notification that customer
data is not being processed correctly by an application. In this case, a database is failing to
complete a transaction because a disk is out of space, which causes the application writing
to the database to block while the application repeatedly retries the transaction in rapid
succession. The application stops reading from a message queue, which causes messages
to accumulate until the maximum size of the queue is reached, at which point the message
queue starts to drop data.
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Once an incident begins, systems engineers and system administrators need information
about the state of components and services. To reduce the time to recover, it is best to collect
metrics and log events and then make them available to engineers at any time, especially
during an incident response.

The incident might have been avoided if database administrators created alerts on free
disk space or if the application developer chose to handle retries using exponential backoff
instead of simply retrying as fast as possible until it succeeds. Alerting on the size of the mes-
sage queue could have notified the operations team of a potential problem in time to make
adjustments before data was dropped.

Improving Compliance with Industry Regulations

Many businesses are subject to government and industry regulations. Regulations range
from protecting the privacy of customer data to ensuring the integrity of business transac-
tions and financial reporting. Major regulations include the following:

»  Health Insurance Portability and Accountability Act (HIPAA), a healthcare regulation
»  Children’s Online Privacy Protection Act (COPPA), a privacy regulation
»  Sarbanes—Oxley Act (SOX), a financial reporting regulation

»  Payment Card Industry Data Standard (PCI), a data protection regulation for credit
card processing

»  General Data Protection Regulation (GDPR), a European Union privacy protection
regulation

Complying with privacy regulations usually requires controls on who can access and
change protected data, where it is stored, and under what conditions data may be retained
by a business. As an architect, you will have to develop schemes for controls that meet reg-
ulations. Fine-grained access controls may be used to control further who can update data.
When granting access, follow security best practices, such as granting only the permissions
needed to perform one’s job and separating high-risk duties across multiple roles. For more
on security best practices, see Chapter 7, “Designing for Security and Legal Compliance.”

Business requirements define the context in which architects make design decisions.

On the Google Cloud Professional Architect exam, you must understand business require-
ments and how they constrain technical options and specify characteristics required in a
technical solution.

Business Terms to Know

Capital Expenditure (Capex) Funds spent to acquire assets, such as computer equip-
ment, vehicles, and land. Capital expenditures are used to purchase assets that will
have a useful life of at least a few years. The other major type of expenditure is
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operational expenditures. Capital expenses are spread over multiple years, with only
a portion of the capital expense impacting the bottom line for each of the years.

Compliance Implementing controls and practices to meet the requirements of
regulations, including security, monitoring, and verification that controls meet
requirements.

Digital Transformation Major changes in businesses as they adopt information
technologies to develop new products, improve customer service, optimize opera-
tions, and make other major improvements enabled by technology. Brick-and-mortar
retailers using mobile technologies to promote products and engage with customers
is an example of digital transformation. Digital transformations usually include some
cloud component.

Governance Procedures and practices used to ensure that policies and principles of
organizational operations are followed. Governance is the responsibility of directors
and executives within an organization.

Key Performance Indicator (KPl) A measure that provides information about how
well a business or organization is achieving an important or key objective. For
example, an online gaming company may have KPIs related to the number of new
players acquired per week, total number of player hours, and operational costs
per player.

Line of Business The parts of a business that deliver a particular class of products
and services. For example, a bank may have consumer banking and business banking
lines, while an equipment manufacturer may have industrial as well as agricul-

tural lines of business. Different lines of business within a company will have some
business and technical requirements in common as well as their own distinct needs.

Operational Expenditures (Opex) An expense paid for from the operating budget,
not the capital budget.

Operating Budget A budget allocating funds to meet the costs of labor, supplies,
and other expenses related to performing the day-to-day operations of a business.
Contrast this to capital expenditure budgets, which are used for longer-term
investments.

Service-Level Agreement (SLA) An agreement between a provider of a service and
a customer using the service. SLAs define responsibilities for delivering a service and
consequences when responsibilities are not met.

Service-Level Indicator (SLI) A metric that reflects how well a service-level objective
is being met. Examples include latency, throughput, and error rate.

Service-Level Objective (SLO) An agreed-upon target for a measurable attribute of a
service that is specified in a service-level agreement.
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Analyzing Technical Requirements

Technical requirements specify features of a system that relate to functional and nonfunc-
tional performance. Functional features include providing Atomicity, Consistency, Reliability,
and Durability (ACID) transactions in a database, which guarantees that transactions are
atomic, consistent, isolated, and durable; ensuring at least once delivery in a messaging
system; and encrypting data at rest. Nonfunctional features are the general features of a
system, including scalability, reliability, observability, and maintainability.

Functional Requirements

The exam will require you to understand functional requirements related to computing,
storage, and networking. The following are some examples of the kinds of issues you will be
asked about on the exam.

Understanding Compute Requirements

Google Cloud has a variety of computing services, including Compute Engine, App Engine,
Cloud Functions, Cloud Run, and Kubernetes Engine. As an architect, you should be able
to determine when each of these platforms is the best option for a use case. For example, if
there is a technical requirement to use a virtual machine running a particular hardened ver-
sion of Linux, then Compute Engine is the best option. Sometimes, though, the choice is not
so obvious.

If you want to run containers in a managed service on Google Cloud Platform (GCP), you
could choose from App Engine Flexible, Cloud Run, or Kubernetes Engine. If you already
have application code running in App Engine and you intend to run a small number of con-
tainers, then App Engine Flexible is a good option. If you plan to deploy and manage a large
number of containers and want to use a service mesh like Anthos Service Mesh to secure and
monitor microservices, Kubernetes Engine is a better option. If you are running stateless con-
tainers that do not require Kubernetes features such as namespaces or node allocation and
management features, then Cloud Run is a good option.

Understanding Storage Requirements

There are even more options when it comes to storage. There are several factors to con-
sider when choosing a storage option, including how the data is structured, how it will be
accessed and updated, and for how long it will be stored.

Let’s look at how you might decide which data storage service to use given a set of
requirements. Structured data fits well with both relational and NoSQL databases. If SQL is
required, then your choices are Cloud SQL, Spanner, BigQuery, or running a relational data-
base yourself in Compute Engine. If you require a global, strongly consistent transactional
data store, then Spanner is the best choice, while Cloud SQL is a good choice for regional-
scale databases. If the application using the database requires a flexible schema, then you
should consider NoSQL options. Cloud Firestore is a good option when a document store is
needed, while Bigtable is well suited for ingesting large volumes of data at low latency.
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Of course, you could run a NoSQL database in Compute Engine. If a service needs to
ingest time-series data at low latency and one of the business requirements is to maximize
the use of managed services, then Bigtable should be used. If there is no requirement to use
managed services, you might consider deploying Cassandra to a cluster in Compute Engine.
This would be a better choice, for example, if you are planning a lift-and-shift migration to
the cloud and are currently running Cassandra in an on-premises data center.

When long-term archival storage is required, then Cloud Storage is the best option. Since
Cloud Storage has several classes to choose from, you will have to consider access patterns
and reliability requirements when choosing a storage class. If the data is frequently accessed,
Standard Storage class storage is appropriate. If high availability of access to the data is a
concern or if data will be accessed from different areas of the world, you should consider
multiregional or dual-region storage. If data will be infrequently accessed, then Nearline,
Coldline, or Archive storage is a good choice. Nearline storage is designed for data that
won’t be accessed more than once a month and will be stored at least 30 days. Coldline
storage is used for data that is stored at least 90 days and accessed no more than once every
three months. Archive storage is well suited for data that will be accessed not more than
once a year. Nearline, Coldline, and Archive storage have slightly lower availability than
Standard Storage.

Understanding Network Requirements

Networking topics that require an architect tend to fall into two categories: structuring
virtual private clouds and supporting hybrid cloud computing.

Virtual private clouds (VPCs) isolate a Google Cloud Platform customer’s resource.
Architects should know how to configure VPCs to meet requirements about who can access
specific resources, the kinds of traffic allowed in or out of the network, and communica-
tions between VPCs. To develop solutions to these high-level requirements, architects need to
understand basic networking components such as the following:

= Firewalls and firewall rules
=  Domain name services (DNS)
= CIDR blocks and IP addressing

»  Autogenerated and custom subnets
=  VPC peering

Many companies and organizations adopting cloud computing also have their own data
centers. Architects need to understand options for networking between on-premises data
centers and the Google Cloud Platform network. Options include using a virtual private net-
work (VPN), Dedicated Interconnect, and Partner Interconnects.

Virtual private networks are a good choice when bandwidth demands are not high and
data is allowed to traverse the public Internet.

Dedicated Interconnects are used when a 10 Gbps connection is needed and both
your on-premises point of presence and a Google point of presence are in the same
physical location.
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If you do not have point of presence co-located with a Google point of presence, a Partner
Interconnect can be used. In that case, you would provision a connection between your
point-of-presence location and a Google point of presence using the telecommunications
partner’s equipment.

Nonfunctional Requirements

Nonfunctional requirements often follow from business requirements. They include the
following:

»  Availability

= Reliability

= Scalability

= Durability

= Observability

Availability is a measure of the time that services are functioning correctly and acces-
sible to users. Availability requirements are typically stated in terms of percent of time a
service should be up and running, such as 99.99 percent. Fully supported Google Cloud
services have SLAs for availability so that you can use them to help guide your architectural
decisions. Note, alpha and beta products typically do not have SLAs.

Reliability is a closely related concept to availability. Reliability is a measure of the proba-
bility that a service will continue to function under some load for a period of time. The level
of reliability that a service can achieve is highly dependent on the availability of infrastruc-
ture upon which it depends.

Scalability is the ability of a service to adapt its infrastructure to the load on the system.
When load decreases, some resources may be shut down. When load increases, resources
can be added. Autoscalers and managed instance groups are often used to ensure scalability
when using Compute Engine. One of the advantages of services like Cloud Storage and App
Engine is that scalability is managed by GCP, which reduces the operational overhead on
DevOps teams.

Durability is used to measure the likelihood that a stored object will be retrievable in the
future. Cloud Storage has 99.999999999 percent (eleven 9s) durability guarantees, which
means it is extremely unlikely that you will lose an object stored in Cloud Storage. Because
of the math, as the number of objects increases, the likelihood that one of them is lost
will increase.

Observability is the ability to determine the internal state of a system by examining out-
puts of the system. Metrics and logs improve observability by providing information about
the state of a system over time.

The Google Cloud Professional Cloud Architect exam tests your ability to understand
both business requirements and technical requirements, which is reasonable since those
skills are required to function as a cloud architect. Security is another common type of non-
functional requirement, but that domain is large enough and complex enough to call for an
entire chapter. See Chapter 7, “Designing for Security and Legal Compliance.”
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Exam Case Studies

The Google Cloud Professional Cloud Architect certification exam uses case studies as the
basis for some questions on the exam. Become familiar with the case studies before the exam
to save time while taking the test.

Each case study includes a company overview, solution concept, description of existing
technical environment, business requirements, and an executive statement. As you read each
case study, be sure that you understand the driving business considerations and the solution
concept. These provide constraints on the possible solutions.

When existing infrastructure is described, think of what GCP services could be used as
a replacement if needed. For example, Cloud SQL can be used to replace an on-premises
MySQL server, Cloud Dataproc can replace self-managed Spark and Hadoop clusters, and
Cloud Pub/Sub can be used instead of RabbitMQ.

Read for the technical implications of the business statements—they may not be stated
explicitly. Business statements may imply additional requirements that the architect needs to
identify without being explicitly told of a requirement.

Also, think ahead. What might be needed a year or two from now? If a business is using
batch uploads to ingest data now, what would change if they started to stream data to GCP-
based services? Can you accommodate batch processing now and readily adapt to stream
processing in the future? Two obvious options are Cloud Dataflow and Cloud Dataproc.

Cloud Dataproc is a managed Spark and Hadoop service that is well suited for batch
processing. Spark has support for stream processing, and if you are migrating a Spark-based
batch processing system, then using Cloud Dataproc may be the fastest way to support
stream processing.

Cloud Dataflow supports both batch and stream processing by implementing an Apache
Beam runner, which is an open source model for implementing data workflows. Cloud Data-
flow has several key features that facilitate building data pipelines, such as supporting com-
monly used languages like Python, Java, and SQL; providing native support for exactly one
processing and event time; and implementing periodic checkpoints.

Choosing between the two will depend on details such as how the current batch
processing is implemented and other implementation requirements, but typically for new
development, Cloud Dataflow is the preferred option.

The case studies are available online here:

EHR Healthcare services.google.com/fh/files/blogs/master_case_
study_ehr_healthcare.pdf

Helicopter Racing League services.google.com/fh/files/blogs/master_
case_study_helicopter_racing_league.pdf


https://services.google.com/fh/files/blogs/master_case_study_ehr_healthcare.pdf
https://services.google.com/fh/files/blogs/master_case_study_ehr_healthcare.pdf
https://services.google.com/fh/files/blogs/master_case_study_helicopter_racing_league.pdf
https://services.google.com/fh/files/blogs/master_case_study_helicopter_racing_league.pdf
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Mountkirk Games services.google.com/fh/files/blogs/master_case_
study_mountkirk_games.pdf

TerramEarth services.google.com/fh/files/blogs/master_case_study_
terramearth.pdf

The case studies are summarized in the following sections.

EHR Healthcare

In the EHR Healthcare cases study, you will have to assess the needs of an electronic health
records software company. The company has customers in multiple countries, and the
business is growing. The company wants to scale to meet the needs of new business, provide
for disaster recovery, and adapt agile software practices, such as frequent deployments.

Business and Technical Considerations

EHR Healthcare uses multiple colocation facilities, and the lease on one of those facilities is
expiring soon.

Customers use applications that are containerized and running in Kubernetes. Both
relational and NoSQL databases are in use. Users are managed with Microsoft Active
Directory. Open source tools are used for monitoring, and although there are alerts in place,
email notifications about alerts are often ignored.

Business requirements include onboarding new clients as soon as possible, maintaining a
minimum of 99.9 percent availability for applications used by customers, improving observ-
ability into system performance, ensuring compliance with relevant regulations, and reducing
administration costs.

Technical requirements include maintaining legacy interfaces, standardizing on how to
manage containerized applications, providing for high-performance networking between
on-premises systems and GCP, providing consistent logging, provisioning and scaling new
environments, creating interfaces for ingesting data from new clients, and reducing latency in
customer applications.

The company has experienced outages and struggles to manage multiple environments.

Architecture Considerations

From the details provided in the case study, we can quickly see several factors that will
influence architecture decisions.

The company has customers in multiple countries, and reducing latency to customers is
a priority. This calls for a multiregional deployment of services, which will also help address
disaster recovery requirements. Depending on storage requirements, multiregional Cloud
Storage may be needed. If a relational database is required to span regions, then Cloud Span-
ner may become part of the solution.

EHR Healthcare is already using Kubernetes, so Kubernetes Engine will likely be used.
Depending on the level of control they need over Kubernetes, they may be able to reduce
operations costs by using Autopilot mode of Kubernetes instead of Standard mode.


https://services.google.com/fh/files/blogs/master_case_study_mountkirk_games.pdf
https://services.google.com/fh/files/blogs/master_case_study_mountkirk_games.pdf
https://services.google.com/fh/files/blogs/master_case_study_terramearth.pdf
https://services.google.com/fh/files/blogs/master_case_study_terramearth.pdf
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The company uses Microsoft Active Directory to manage identities, so you may want
to use Cloud Identity with Active Directory as an identity provider (IdP) for federating
identities.

To improve deployments of multiple environments, you should treat infrastructure as
code using Cloud Deployment Manager or Terraform. Cloud Build, Cloud Source Repos-
itory, and Artifact Registry are key to supporting an agile continuous integration/contin-
uous delivery.

Current logging and monitoring are insufficient given the problems with outages and
ignored alert messages. Engineers may be experiencing alert fatigue caused by too many
alerts that either are false positives or provide insufficient information to help resolve the
incident. Cloud Monitoring and Cloud Logging will likely be included in a solution.

Helicopter Racing League

The Helicopter Racing League case study describes a global sports provider specializing in
helicopter racing at regional and worldwide scales. The company streams races around the
world. In addition, it provides race predictions throughout the race.

Business and Technical Considerations

The company wants to increase its use of managed artificial intelligence (AI) and machine
learning (ML) services as well as serving content closer to racing fans.

The Helicopter Racing League runs its services in a public cloud provider, and initial
video recording and editing is performed in the field and then uploaded to the cloud for
additional processing on virtual machines. The company has truck-mounted mobile data
centers deployed to race sites. An object storage system is used to store content. The deep
learning platform TensorFlow is used for predictions, and it runs on VMs in the cloud.

The company is focused on expanding the use of predictive analytics and reducing latency
to those watching the race. They are particularly interested in predictions about race results,
mechanical failures, and crowd sentiment. They would also like to increase the telemetry
data collected during races. Operational complexity should be minimized while still ensuring
compliance with relevant regulations.

Specific technical requirements include increasing prediction accuracy, reducing latency
for viewers, increasing post-editing video processing performance, and providing additional
analytics and data mart services.

Architecture Considerations

The emphasis on Al and ML makes the Helicopter Racing League a candidate for Vertex
Al services. Since they are using TensorFlow, performance may be improved using GPUs or
TPUs to build machine learning models.

Improving the accuracy of predictive models will likely require additional data or larger
ML models, possibly both. Cloud Pub/Sub is ideal for ingesting large volumes of telemetry
data. Services can run in Kubernetes Engine with appropriate scaling configurations and
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using a Google Cloud global load balancer. The Helicopter Racing League should consider
adopting MLOps practices, including automated CI/CD for ML pipelines, such as Vertex
Pipelines.

The league has racing fans across the globe, and latency is a key consideration, so Pre-
mium Tier network services should be used over the lower-performance Standard Network
Tier. Cloud CDN can be used for high-performance edge caching of recorded content to
meet latency requirements.

BigQuery would be a good option for deploying data marts and supporting analytics
since it scales well and is fully managed.

Mountkirk Games

The Mountkirk Games case study is about a developer of online, multiplayer games for mo-
bile devices. It has migrated on-premises workloads to Google Cloud. It is creating a game
that will enable hundreds of players to play in geospecific digital arenas. The game will
include a real-time leader board.

Business and Technical Considerations

The game will be deployed on Google Kubernetes Engine (GKE) using a global load balancer
along with a multiregion Cloud Spanner cluster. Some existing games that were migrated to
Google Cloud are running on virtual machines although they will be eventually migrated to
GKE. Popular legacy games are isolated in their own projects in the resource hierarchy while
those with less traffic have been consolidated into one project.

Business sponsors of the game want to support multiple gaming devices in multiple geo-
graphic regions in a way that scales to meet demand. Server-side GPU processing will be
used to render graphics that can be used on multiple platforms. Latency and costs should be
minimized, and the company prefers to use managed services and pooled resources.

Structured game activity logs should be stored for analysis in the future. Mountkirk
Games will be making frequent changes and want to be able to rapidly deploy new features
and bug fixes.

Architecture Considerations

Mountkirk Games has completed a migration to Google Cloud using a lift-and-shift
approach. Legacy games will eventually be migrated from VMs to GKE, but the new game is
a higher priority.

The new game will support multiple device platforms, so some processing, like rendering
graphics, will be done on the server side to ensure consistency in graphics processing and
minimizing the load on players’ devices. To minimize latency, plan for global load balancing
and multiregion deployment of services in GKE.

Cloud Logging can ingest custom log data, so it should be used to collect game activity
logs. Since Cloud Logging stores logs for only 30 days, you will likely need to create a
log sink to store the data in Cloud Storage or BigQuery. Since the logs are structured and
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you will be analyzing the logs, storing them in BigQuery is a good option. At the time of
writing, in North America the cost of active storage in BigQuery is about the same as the
cost of Standard Storage in Cloud Storage. The cost of BigQuery’s Long-term Storage is also
about the same as Nearline Storage in Cloud Storage. Prices vary by region and may vary
over time.

TerramEarth

The TerramEarth case study describes a heavy equipment manufacturer for the agriculture
and mining industries. The company has hundreds of dealers in 100 countries with more
than 2 million vehicles in operation. The company is growing at 20 percent annually.

Business and Technical Considerations

Vehicles generate telemetry data from sensors. Most of the data collected is compressed and
uploaded after the vehicle returns to its home base. A small amount of data is transmitted in
real time. Each vehicle generates from 200 to 500 MB of data per day.

Data aggregation and analysis is performed in Google Cloud. Significant amounts of sen-
sor data from manufacturing plants are stored in legacy inventory and logistics management
applications running in private data centers. Those data centers have multiple network inter-
connects to GCP.

Business sponsors want to predict and detect vehicle malfunctions and ship replacement
parts just in time for repairs. They also want to reduce operational costs, increase
development speed, support remote work, and provide custom API services for partners.

An HTTP API access layer for legacy systems will be developed to minimize disruptions
when moving those services to the cloud.

Developers will use a modern CI/CD platform as well as a self-service platform for cre-
ating new projects.

Cloud-native solutions for key management will be used along with identity-based access
management.

Architecture Considerations

For data that is transmitted in real time, Cloud Pub/Sub can be used for ingestion. If there
is additional processing to be done on that data, Cloud Dataflow could be used to read the
data from a Pub/Sub topic, process the data, and then write the results to persistent storage.
BigQuery would be a good option for additional analytics.

The other data that is uploaded in batch may be stored in Cloud Storage where a Cloud
Dataflow job could decompress the files, perform any needed processing, and write the data
to BigQuery.

BigQuery has the advantages of being a fully managed, petabyte-scale analytical database
that supports the creation of machine learning models without the need to export data. Also,
the machine learning functionality is available through SQL functions, making it accessible
to relational database users who may not be familiar with specialized machine learning tools.
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TerramEarth is a good use case for Vertex Al. Assuming much of the sensor data is highly
structured, that is, it is not images or videos, then AutoML Tables may be used for devel-
oping models. If deep learning models are used, then GPUs and TPUs may be used as well.

For workflows with more complex dependencies, Cloud Composer is a good option
since it allows you to define workflows as directed acyclic graphs. Consider an MLOps
workflow that includes training a machine learning model using the latest data, using the
model to make predictions about data collected in real time, and initiating the shipment of
replacement parts when a component failure is predicted. If the model is not successfully
trained, then the existing prediction job should not be replaced. Instead, the training job
should be executed again with an update to the prediction job to follow only if training is
successful. This kind of workflow management is handled automatically in Cloud Composer.

Summary

The Google Cloud Professional Architect exam covers several broad areas, including the
following:

*= Planning a cloud solution

»  Managing a cloud solution

»  Securing systems and processes

»  Complying with government and industry regulations

»  Understanding technical requirements and business considerations

*  Maintaining solutions deployed to production, including monitoring

These areas require business as well as technical skills. For example, since architects reg-
ularly work with nontechnical colleagues, it is important for architects to understand issues
such as reducing operational expenses, accelerating the pace of development, maintaining
and reporting on service-level agreements, and assisting with regulatory compliance. In the
realm of technical knowledge, architects are expected to understand functional requirements
around computing, storage, and networking as well as nonfunctional characteristics of ser-
vices, such as availability and scalability.

The exam includes case studies, and some exam questions reference the case studies.
Questions about the case studies may be business or technical questions.

Exam Essentials

Assume every word matters in case studies and exam questions. Some technical require-
ments are stated explicitly, but some are implied in business statements. Review the business
requirements as carefully as the technical requirements in each case study. Similarly, when
reading an exam question, pay attention to all the statements. What may look like extra-
neous background information at first may turn out to be information that you need to
choose between two options.
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Study and analyze case studies before taking the exam. Become familiar with the case
studies before the exam to save time while taking the text. You don’t need to memorize the
case studies, as you’ll have access to them during the test. Watch for numbers that indicate
the scale of the problem. For example, if you need 10 Gbps, then you should consider a
Cloud Interconnect solution over a VPN solution, which works up to about 3 Gbps for each
VPN tunnel.

Understand what is needed in the near term and what may be needed in the future. For
example, we don’t have specific MLOps workflows in the TerramEarth case study. Initially,
predictions may be based only on structured data, but some vehicles may have cameras to
create images of machine components or the operating environment. In the future, there
may be an opportunity to use images of operating environments to automatically detect a
problem in the environment that could damage the vehicle. In that case, AutoML Vision
Edge may be useful for performing image classification in real time. This requirement is not
stated, and not even implied, but it is the kind of planning for the future that architects are
expected to do.

Understand how to plan a migration. Migrations are high-risk operations. Data can be
lost, and services may be unavailable. Know how to plan to run new and old systems in
parallel so that you can compare results. Be able to identify lower-risk migration steps so
that they can be scheduled first. Plan for incremental migrations.

Know agile software development practices. You won’t have to write code for this exam,
but you will need to understand continuous integration/continuous delivery and how to
maintain development, test, staging, and production environments. Understand what is
meant by an infrastructure-as-code service and how that helps accelerate development and
deployment.

Keep in mind that solutions may involve non-Google services or applications.  Google has
many services, but sometimes the best solution involves a third-party solution. For example,
Jenkins and Spinnaker are widely used tools to support continuous integration and deploy-
ment. Google Cloud has a code repository, but many developers use GitHub. Sometimes
businesses are locked into existing solutions, such as a third-party database. The business
may want to migrate to another database solution, but the cost may be too high for the fore-
seeable future.
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Review Questions

1. You have been tasked with interviewing line-of-business owners about their needs for a new
cloud application. Which of the following do you expect to find?

A. A comprehensive list of defined business and technical requirements

B. That their business requirements do not have a one-to-one correlation with technical
requirements

C. Business and technical requirements in conflict
D. Clear consensus on all requirements

2. You have been asked by stakeholders to suggest ways to reduce operational expenses as part
of a cloud migration project. Which of the following would you recommend?
A. Managed services, preemptible machines, access controls
B. Managed services, preemptible machines, autoscaling
C. NoSQL databases, preemptible machines, autoscaling
D. NoSQL databases, preemptible machines, access controls

3. Some executives are questioning your recommendation to employ continuous integration/
continuous delivery (CI/CD). What reasons would you give to justify your recommendation?
A. CI/CD supports small releases, which are easier to debug and enable faster feedback.
B. CI/CD is used only with preemptible machines and therefore saves money.
C. CI/CD fits well with waterfall methodology but not agile methodologies.
D. CI/CD limits the number of times code is released.

4. The finance director has asked your advice about complying with a document retention reg-
ulation. What kind of service-level objective (SLO) would you recommend to ensure that the
finance director will be able to retrieve sensitive documents for at least the next seven years?

When a document is needed, the finance director will have up to seven days to retrieve it. The
total storage required will be approximately 100 TB.

A. High availability SLO
B. Durability SLO
C. Reliability SLO
D. Scalability SLO
5. You are facilitating a meeting of business and technical managers to solicit requirements for
a cloud migration project. The term incident comes up several times. Some of the business

managers are unfamiliar with this term in the context of IT. How would you describe
an incident?

A. A disruption in the ability of a DevOps team to complete work on time

B. A disruption in the ability of the business managers to approve a project plan on

schedule
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C. A disruption that causes a service to be degraded or unavailable

D. A personnel problem on the DevOps team

You have been asked to consult on a cloud migration project that includes moving private
medical information to a storage system in the cloud. The project is for a company in

the United States. What regulation would you suggest that the team review during the
requirements-gathering stages?

A. General Data Protection Regulations (GDPR)

B. Sarbanes-Oxley (SOX)

C. Payment Card Industry Data Security Standard (PCI DSS)

D. Health Insurance Portability and Accountability Act (HIPAA)

You are in the early stages of gathering business and technical requirements. You have
noticed several references about needing up-to-date and consistent information regarding
product inventory and support for SQL reporting tools. Inventory is managed on a global
scale, and the warehouses storing inventory are located in North America, Africa, Europe,
and Asia. Which managed database solution in Google Cloud would you include in your set
of options for an inventory database?

A. Cloud Storage

B. BigQuery

C. Cloud Spanner

D. Microsoft SQL Server

A developer at Mountkirk Games is interested in how architects decide which database to
use. The developer describes a use case that requires a document store. The developer would
rather not manage database servers or have to run backups. What managed service would
you suggest the developer consider?

A. Cloud Firestore

B. Cloud Spanner

C. Cloud Storage

D. BigQuery

Members of your company’s legal team are concerned about using a public cloud service
because other companies, organizations, and individuals will be running their systems in

the same cloud. You assure them that your company’s resources will be isolated and not
network-accessible to others because of what networking resource in Google Cloud?

A. CIDR blocks

B. Direct connections

C. Virtual private clouds
D. Cloud Pub/Sub



20

10.

1.

12.

13.

14.
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A startup has recently migrated to Google Cloud using a lift-and-shift migration. They are
now considering replacing a self-managed MySQL database running in Compute Engine with
a managed service. Which Google Cloud service would you recommend that they consider?

A. Cloud Dataproc

B. Cloud Dataflow

C. Cloud SQL

D. PostgreSQL

Which of the following requirements from a customer make you think the application should
run in Compute Engine and not App Engine?

A. Dynamically scale up or down based on workload

B. Connect to a database

C. Run a hardened Linux distro on a virtual machine

D. Don’t lose data

Mountkirk Games wants to store player game data in a time-series database. Which Google
Cloud managed database would you recommend?

A. Bigtable

B. BigQuery

C. Cloud Storage

D. Cloud Dataproc

The original video captured during helicopter races by the Helicopter Racing League are
transcoded and stored for frequent access. The original captured videos are not used for
viewing but are stored in case they are needed for unanticipated reasons. The files require

high durability but are not likely to be accessed more than once in a five-year period. What
type of storage would you use for the original video files?

A. BigQuery Long Term Storage

B. BigQuery Active Storage

C. Cloud Storage Nearline class

D. Cloud Storage Archive class

The game analytics platform for Mountkirk Games requires analysts to be able to query up
to 10 TB of data. What is the best managed database solution for this requirement?

A. Cloud Spanner

B. BigQuery

C. Cloud Storage

D. Cloud Dataprep
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15. EHR Healthcare business requirements frequently discuss the need to improve observability
in their systems. Which of the following Google Cloud Platform services could be used to
help improve observability?

A. Cloud Build and Artifact Registry

B. Cloud Pub/Sub and Cloud Dataflow
C. Cloud Monitoring and Cloud Logging
D. Cloud Storage and Cloud Pub/Sub






Designing Solutions
to Meet Business
Requirements

THE PROFESSIONAL CLOUD ARCHITECT
CERTIFICATION EXAM OBJECTIVES
COVERED INTHIS CHAPTER INCLUDE
THE FOLLOWING:

v 1.1 Designing a solution infrastructure that meets
business requirements

v 1.2 Designing a solution infrastructure that meets
technical requirements

v 1.5 Envisioning future solution improvements



One of the things that distinguishes a cloud architect from a

, cloud engineer is the architect’s need to work with business
R ' requirements. Architects work with colleagues responsible for
business strategy, planning, development, and operations. Before architects can begin to
design solutions, they need to understand their organization’s cloud vision and objectives
that the business is trying to achieve. These objectives frame the possible solutions that are
acceptable to the business.

When it comes to the Professional Cloud Architect exam, business requirements are pieces
of information that will help you determine the most appropriate answer to some of the
questions. It is important to remember that questions on the exam may have more than one
answer that appears correct, but only one answer is the best solution to the problem posed.
For example, a question may be asked about a small business application that needs to store
data in a relational database, and the database will be accessed by only a few users in a
single office. You could use the globally scalable relational database Cloud Spanner to solve
this problem, but Cloud SQL would be a better fit to the requirements and cost less. If you
come across a question that seems to have more than one answer, consider all the technical
and business requirements. You may find that more than one option meets the technical or
the business requirements, but only one option meets both.

This chapter reviews several key areas where business requirements are important to
understand, including the following;:

»  Business use cases and product strategy

»  Application design and cost considerations
= Systems integration and data management
=  Compliance and regulations

= Security

»  Success measures

Throughout the chapter, I will reference the case studies used in the Google Professional
Cloud Architect exam.

Business Use Cases and Product
Strategy

Business requirements may be high-level, broad objectives, or they may be tightly focused
specifications of some aspect of a service. High-level objectives are tied to strategy, or plan,
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to meet some vision and objective. These statements give us clues as to what the cloud solu-
tion will look like. In fact, we can often estimate technical requirements just from statements
about business strategy and product offerings.

Let’s look at the three case studies and see what kinds of information can be derived to
help formulate a solution.

EHR Healthcare

The EHR Healthcare case study explicitly lists several business requirements, and from these
statements, we can derive several facts about any solution.

»  The company provides business-to-business services to insurance providers. The time it
takes insurance providers to start using the system, known as onboarding, needs to be
minimized.

= There is a mix of users, including medical offices, hospitals, and insurance providers. It
is likely they all have different needs. For example, small medical offices may need more
technical assistance when onboarding, while large insurance providers will likely have
specialized data integration requirements.

»  Medical records management services cannot have extended periods of downtime. These
systems need to be available 99.9 percent of the time.

»=  Application performance is an issue. Latency needs to be reduced.

= Since the applications store and process protected health information such as medical
history, maintaining data confidentiality is a top concern.

»  The company is growing rapidly, and system administration costs cannot grow just
because more infrastructure is added. System management practices should be designed
to allow the organization to add infrastructure without needing to add staff to
support it.

= The company wants to use its data to derive insights about industry trends.

This list of business requirements helps us start to understand or at least estimate some
likely aspects of the technical requirements. Here are some examples of technical implica-
tions that should be considered based on the facts listed previously:

=  Since the company is providing services to other businesses, customers will likely use

public APIs.

=  There are many legacy systems in the insurance industry, so there may be batch
processing jobs as well.

»  The need for availability calls for redundancy in infrastructure including compute,
storage, and networking along with an architecture that prevents any single failure from
making services unavailable.

»  With a goal of deriving insights from data, the company will likely keep large amounts
of data for extended periods of time. This coupled with the sensitivity of the data will
require careful planning of access controls and data lifecycle management policies.
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= Since the company serves customers in multiple nations and low latency is a goal, ser-
vices and data will be served from multiple regions. For example, the EU’s GDPR
restricts the movement of records across national boundaries, which may have implica-
tions for region selection, storage strategy, and network topology.

»  The adoption of managed services will likely lead to a decrease in infrastructure
administration costs. Al and machine learning managed services will allow the company
to start deriving insights from data faster than if they built ML models from scratch.

These are just possible requirements, but it helps to keep them in mind when analyzing a
use case. This example shows how many possible requirements can be inferred from just a
few statements about the business and product strategy. It also shows that architects need to
draw on their knowledge of systems design to anticipate requirements that are not explicitly
stated, such as the need to keep application response times low, which in turn may require
replication of data across multiple regions.

Helicopter Racing League

The Helicopter Racing League has several explicitly stated business requirements that
fall into four categories: predictive analytics, increase viewership, operations, and
increasing revenue.

The company wants to improve predictions during races, but they also want to expose
their predictive models to business partners. Part of the business plan is to increase the type
and amount of telemetry data collected.

Executives want to increase the number of concurrent viewers and reduce latency. This
requirement will have a direct impact on technical requirements, especially related to scal-
ability and geographic distribution of content and services.

Another business requirement is to minimize operational complexity and ensure compli-
ance with regulations. This is a common requirement across the case studies.

The requirements specifically call for creating a merchandising revenue stream. It is not
specifically detailed, but this may include branded merchandise such as clothing. This is a
vague requirement and would require additional work to identify more specific details of the
requirement.

Mountkirk Games Strategy

Mountkirk Games is a company that makes online, session-based, multiplayer games for
mobile platforms. The company is already using cloud computing. In the Mountkirk Games
case study, we see an example of a product strategy that is focused on building on their
cloud and application development experience to create a new product and improve the way
they deliver services.

The business requirements include customer-facing requirements, such as supporting
multiple gaming platforms and supporting multiple regions, which will improve latency and
disaster recovery capabilities.
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There is also a call for using managed services and pooled resources as well as support for
dynamic scaling. We can see, given their use of Kubernetes, there will likely be an opportu-
nity to use Google Kubernetes Engine as well as other managed services.

Here again, we see that business requirements can help us frame and anticipate some
likely technical requirements. There is not enough information in the business requirements
to make definitive decisions about technical solutions, but they do allow us to start formu-
lating possible solutions.

TerramEarth Strategy

The TerramEarth business requirements include improving the ability to predict malfunc-
tions in equipment, increasing the speed and reliability of development workflows, and
enabling developers to create custom APIs more efficiently.

The business requirements do not explicitly call for using managed services, but given the
emphasis on predictive analytics, it is likely that Vertex Al and other machine learning ser-
vices, such as GPUs and TPUs, will be employed.

The business requirements also emphasize the importance of developer productivity,
including remote workers.

Business requirements are a starting point for formulating a technical solution. Architects
must apply their knowledge of systems design to map business requirements into possible
technical requirements. After that, they can dig into explicit technical requirements to start
to formulate technical solutions.

The key point of this section is that business requirements are not some kind of unnec-
essary filler in the case studies. They provide the broad context in which a solution will be
developed. While they do not provide enough detail to identify solution components on their
own, they do help us narrow the set of feasible technical solutions. Business requirements
may help you rule out options to an exam question. For example, a data storage solution
that distributes data across multiple regions by default may meet all technical requirements,
but if a business requirement indicates the data to be stored must be located in a specific
country, then the correct answer is the one that lets you limit where the data is stored.

Application Design and Cost
Considerations

In addition to specifying business and product strategy, business requirements may state
things that you should consider in application design, such as a preference for managed
services and the level of tolerance for disruptions in processing. Implicit in business require-
ments is the need to minimize costs while meeting business objectives.
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One measure of costs is total cost of ownership (TCO). TCO is the combination of all
expenses related to maintaining a service, which can include the following;:

=  Software licensing costs

»  Cloud computing costs, including infrastructure and managed services
= Cloud storage costs

» Data ingress and egress charges

= Cost of DevOps personnel to develop and maintain the service

= Cost of third-party services used in an application

»  Charges against missed service-level agreements

»  Network connectivity charges, such as those for a dedicated connection between an on-
premises data center and Google Cloud

While you will want to minimize the TCO, you should be careful not to try to minimize
the cost of each component separately. For example, you may be able to reduce the cost
of DevOps personnel to develop and maintain a service if you increase your spending on
managed services. Also, it is generally a good practice to find a feasible technical solution to
a problem before trying to optimize that solution for costs.

Some of the ways to reduce costs while meeting application design requirements include
managed services, using preemptible virtual machines, and data lifecycle management.
Google also offers sustained uses discounts and reserved VMs, which can help reduce costs.

Managed Services

Managed services are Google Cloud Platform services that do not require users to perform
common configuration and maintenance operations. For example, Cloud SQL is a managed
relational database service providing MySQL, SQL Server, and PostgreSQL databases. Data-
base administration tasks, such as backing up data and patching operating systems, are
performed by Google and not by customers using the service. Managed services are good
options in the following cases:

= Users do not need low-level control over the resources providing the service, such as
choosing the operating system to run in a VM.

»  Managed services provide a functionality that would be difficult or expensive to imple-
ment, such as developing a machine vision application.

»  There is little competitive advantage to performing resource management tasks.
For example, the competitive advantage that may come from using Apache Spark
for analytics stems from the algorithms and analysis methodologies, not from the
administration of the Spark cluster.

Architects do not necessarily need to know the details of how managed services work.
This is one of their advantages. Architects do not need to develop an expertise in natural
language processing to use the Natural Language AL but they do need to understand what
kinds of functions managed services provide. See Table 2.1 for brief descriptions of some of
the Google Cloud Platform managed services.
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Examples of Google Cloud Platform managed services

Service Name

Service Type

Description

AutoMLTables

Recommendations Al

Natural Language Al

CloudTranslation

Cloud Vision

Dialogflow Essentials

BigQuery

Cloud Datalab

Dataproc

Cloud Data Fusion
Data Catalog
Dataflow

Cloud Spanner
Cloud SQL

Cloud Deployment
Manager

Cloud Pub/Sub
Cloud Composer

Bigtable

Al and machine
learning

Al and machine
learning

Al and machine
learning

Al and machine
learning

Al and machine
learning

Al and machine
learning

Analytics

Analytics

Analytics
Data management
Data management
Data management
Database
Database

Development

Messaging
Orchestration

Storage

Machine learning models for structured data

Personalized recommendations

Entity recognition, sentiment analysis, and lan-
guage identification

Translate between languages

Understand contents of images

Development suite for voice and text conver-
sational apps

Data warehousing and analytics

Interactive data analysis tool based on Jupyter
Notebooks

Managed Hadoop and Spark service
Data integration and ETL tool
Metadata management service
Stream and batch processing
Global relational database

Regional relational database

Infrastructure-as-code service

Messaging service
Data workflow orchestration service
Wide column, NoSQL database

(Continues)



30 Chapter 2 « Designing Solutions to Meet Business Requirements

TABLE 2.1 Examples of Google Cloud Platform managed services (continued)

Service Name Service Type Description
Cloud DataTransfer Storage Bulk data transfer service
Cloud Memorystore Storage Managed cache service using Redis or mem-
cached
Cloud Storage Storage Managed object storage service
This table is provided to show the breadth of Google Cloud Platform
TE managed services. The services offered change over time. Managed

services may be generally available, or they can be in beta. For a list
of current services, see the Google Platform Services Summary at
cloud.google.com/terms/services.

Reduced Levels of Services

One way to reduce costs is to accept lower levels of service in exchange for lower costs. In
GCP there are a number of opportunities to reduce cost in exchange for lower levels of ser-
vice, including the following;:

»  Using preemptible virtual machines instead of standard virtual machines
»  Using standard tier networking instead of Premium tier

= Using Pub/Sub Lite instead of Pub/Sub

»  Using Durable Reduced Availability Storage

These examples are representative of the kinds of trade-offs we make when opting for a
lower-cost service.

Preemptible Virtual Machines

One way to minimize computing costs is to use preemptible virtual machines, which are
short-lived VM that cost about 80 percent less than their nonpreemptible counterparts.
Here are some things to keep in mind about preemptible VMs when considering business
and technical requirements:

»=  Preemptible VMs may be shut down at any time by Google. They will be shut down
after running for 24 hours.

= GCP will signal a VM before shutting down. The VM will have 30 seconds to stop
processes gracefully.
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= Preemptible VMs can have local SSDs and GPUs if additional storage and compute
resources are needed.

»  If you want to replace a preempted VM automatically, you can create a managed in-
stance group for preemptible VMs. If resources are available, the managed instance
group will replace the preempted VM.

= Preemptible VMs can be used with some managed services, such as Cloud Dataproc, to
reduce the overall cost of the service.

Preemptible VMs are well suited for batch jobs or other workloads that can be disrupted
and restarted. They are not suitable for running services that need high availability, such as a
database or user-facing service, like a web server.

Preemptible VMs are also not suitable for applications that manage state in memory or
on the local SSD. Preemptible VMs cannot be configured to live migrate; when they are shut
down, locally persisted data and data in memory are lost. If you want to use preemptible
VMs with stateful applications, consider using Cloud Memorystore, a managed Redis or
memcached service for caching data, or a database to store state.

Google Cloud offers Spot VMs, which are similar to preemptible VMs but

ITE do not necessarily shut down within the first 24 hours of running. At the
time of writing, Spot VMs are in Pre-GA, may have limited support, and
may not be feature complete. Throughout this book, we will use the term
Preemptible VMs to refer to low-cost instances that may be provisioned
as traditional Preemptible VMs or as Spot VMs.

Standard vs. Premium Tier Networking

Google Cloud offers two levels or tiers of networking, Standard and Premium.

Standard Tier networking is the lower-performance option. Performance and availability
are typically like other cloud providers that depend on the public internet. There are no
global SLAs, and Cloud Load Balancing is limited to regional load balancing.

With Premium Tier networking, you experience high performance and reliability, low
latency, and a global SLA. You can also use global load balancers that can distribute load
across regions. Network traffic is carried on Google’s network, not the public internet.

Pub/Sub Lite vs. Pub/Sub

Pub/Sub is a highly scalable messaging service in Google Cloud. Pub/Sub Lite is also horizon-
tally scalable but costs less and provides lower levels of service than Pub/Sub.

Pub/Sub provides for per-message parallelism, automatic scaling, and global routing. Ser-
vice endpoints are global and regional.

Pub/Sub Lite offers lower availability and durability than Pub/Sub. Messages replication
is limited to a single zone unlike Pub/Sub, which provides multizone replication in a single
region. Pub/Sub Lite service endpoints are regional, not global. The Lite service also requires
users of the service to manage resource capacity.
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Pub/Sub Lite can cost up to 85 percent less than Cloud Pub/Sub, but Google recommends
that Pub/Sub as the default choice for a managed messaging service.

Durable Reduced Availability Storage

Durable Reduced Availability (DRA) Storage is like Standard Storage but with lower
performance and availability. DRA Storage has a 99 percent availability, while Standard
Storage has greater than 99.99 percent availability in dual-regions and multiregions and
99.99 percent in regions.

The documentation for Durable Reduced Ability Storage, Multi-Regional

ITE Storage, and Regional Storage states that “[u]nless you already are
using one of these additional classes, you should use Standard Storage
instead.” (Source: cloud.google.com/storage/docs/storage-
classes)

Data Lifecycle Management

When assessing the application design and cost implications of business requirements, con-
sider how to manage storage costs. Storage options lie on a spectrum from short-term to
archival storage.

»  Memorystore is a cache, and data should be kept in cache only if it is likely to be used
by an application in the very near future. The purpose of this storage is to reduce the
latency of accessing data.

Caches are not durable. Data stored in Memorystore can disappear at any time.
Only data that can be retrieved from another source or regenerated should be stored
in a cache.

»  Databases, like CloudSQL and Firestore, store data that needs to be persistently stored
and readily accessed by an application or user. Data should be stored in the database
when it could possibly be queried or updated. When data is no longer required to be
queried or updated, it can be exported and stored in object storage.

» In the case of time-series databases, data may be aggregated by larger time spans as time
goes on. For example, an application may collect performance metrics every minute.
After three days, there is no need to query to the minute level of detail, and data can be
aggregated to the hour level. After one month, data can be aggregated to the day level.
This incremental aggregation will save space and improve response times for queries
that span large time ranges.

= Object storage is often used for unstructured data and backups. Standard Storage class
should be used for frequently accessed data. If data is accessed at most once a month,
then Nearline storage can be used. When data is not likely to be accessed more than
once in 90 days, then Coldline storage should be used. Archive storage is appropriate for
objects that are not accessed more than once per year.
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Consider how to take advantage of Cloud Storage’s lifecycle management features, which
allow you to specify actions to perform on objects when specific events occur. The two
actions supported are deleting an object or changing its storage class. Standard Class storage
objects can be migrated to either Nearline, Coldline, or Archive storage. Nearline storage can
migrate to Coldline storage or Archive storage. Coldline storage can be migrated to Archive
storage. DRA Storage can be transitioned to the other storage classes.

Lifecycle conditions can be based on the following;:

»  The age of an object

»  When it was created, including CreatedBefore and CustomTimeBefore conditions
»=  Days since a custom time metadata field on an object

»  The object’s storage class

= The number of versions of an object as well as the number of days since the object
became noncurrent

»  Whether or not the object is “live” (an object in nonversions bucketed is “live”; archived
objects are not live)

= Storage class

You can monitor data lifecycle management either by using Cloud Storage usage logs or
by enabling Pub/Sub notifications for Cloud Storage buckets. The latter will send a message
to a Pub/Sub topic when an action occurs.

Systems Integration and Data
Management

Business requirements can give information that is useful for identifying dependencies
between systems and how data will flow through those systems.

Systems Integration Business Requirements

One of an architect’s responsibilities is to ensure that systems work together. Business
requirements will not specify technical details about how applications should function
together, but they will state what needs to happen to data or what functions need to be avail-
able to users.

Let’s review examples of systems integration considerations in the case studies. These are
representative examples of system integration considerations; it is not an exhaustive list.

EHR Healthcare Systems Integration

The EHR Healthcare Systems case study notes that there are several legacy file and API-
based integrations with insurance providers that will be replaced over the next several years.
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The existing systems will not be migrated to the cloud. This is an example of a rip-and-
replace migration strategy.

Even though the existing systems will not be migrated, new cloud-native systems will be
developed. As an architect working on that project, you would consider several challenges,
including the following:

»  Understanding the volume and types of data exchanged

»  Deciding how to authenticate service requests

*  Encrypting data at rest and in transit

»  Managing encryption keys

= Decoupling services to accommodate spikes in service demand

»  Designing ingestion and data pipelines

»  Monitoring and logging for service performance as well as security

»  Using multiregion storage and compute resources for high availability while operating
within any regulations that put constraints on where data may be stored and processed

In addition to these technical design issues, the architect and business sponsors will need
to determine how to retire existing on-premises systems while bringing the new systems
online without disrupting services.

Helicopter Racing League

The Helicopter Racing League is highly focused on improving predictive analytics and inte-
grating their findings with the viewer platform. Consider two types of analytics described in
the case study: (1) viewer consumption patterns and engagement and (2) race predictions.

To understand viewer consumption patterns and engagement, the company will need to
collect details about viewer behaviors during races. This will likely require ingestion systems
that can scale to large volumes of data distributed over a wide geographic area. The inges-
tion system will likely feed a streaming analysis data pipeline (Cloud Dataflow would be a
good option for this service), and the results of the initial analysis as well as telemetry data
may be stored for further analysis.

In fact, the data may be stored in two different systems for further analysis. BigQuery is
optimized for scanning large volumes of data and would make it a good choice for analyzing
data that spans a race or multiple races and entails hundreds of terabytes of data. Bigtable
provides low-latency writes and is highly performant for key-based lookups and small scans,
such as time-series data for a single viewer over the past 10 minutes.

Mountkirk Games Systems Integration

Let’s consider how datastores and microservices architectures can influence systems
integration.

Online games, like those produced by Mountkirk Games, use more than one type of
datastore. Player data, such as the player’s in-game possessions and characteristics, could
be stored in a document database like Cloud Datastore, while the time-series data could be
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stored in Bigtable, and billing information may be kept in a transaction processing relational
database. Architects should consider how data will be kept complete and consistent across
datastores. For example, if a player purchases a game item, then the application needs to
ensure that the item is added to the player’s possession record in the player database and
that the charge is authorized by the payment system. If the payment is not authorized, the
possession should not be available to the player.

Mountkirk Games uses a microservices architecture. Microservices are single services that
implement one single function of an application, such as storing player data or recording
player actions. An aggregation of microservices implements an application. Microservices
make their functions accessible through application programming interfaces (APIs). Depend-
ing on security requirements, services may require that calls to their API functions are
authenticated. High-risk services, such as a payment service, may require more security con-
trols than other services. Cloud Endpoints may help to manage APIs and help secure and
monitor calls to microservices.

TerramEarth Systems Integration

From the description of the current system, we can see that on-board applications communi-
cate with a centralized data collection system. Some of the data is collected in batches when
vehicles return to base, and some is collected as it is generated.

As part of planning for envisioning future needs, an architect working with TerramEarth
should consider how to support vehicles sending more data directly, eventually retiring the
batch data load process in favor of having real-time or near-real-time data uploads for all
vehicles. This would require planning an ingest pipeline that could receive data reliably and
perform any preprocessing necessary.

Services that store and analyze the data will need to scale to support millions of vehicles
transmitting data. To accomplish this, consider using a Cloud Pub/Sub queue, which allows
decoupling and buffering so that data is not lost if the ingestion services cannot keep up with
the rate that new data is received.

TerramEarth will likely want to share the growing inventory of data with dealers. This
will require integrating TerramEarth and dealer systems. The architect should gather addi-
tional details to understand how best to share data with dealers. For example, an architect
may ask, “What features of the data are significant to dealers?” Also, architects should con-
sider how dealers would access the data. Dealer applications could query TerramEarth APIs
for data, or TerramEarth could send data directly to dealer data warehouses or other report-
ing platforms.

Each case study has examples of systems integration requirements. When considering
these requirements, keep in mind the structure and volume of data exchanged, the fre-
quency of data exchange, the need for authentication, the reliability of each system, how
to prevent data loss in the event of a problem with one of the services, and how to protect
services from intentional or unintentional bursts in API requests that could overwhelm the
receiving services.
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Data Management Business Requirements

In addition to using business requirements to understand which systems need to work
together, architects can use those requirements to understand data management business
requirements. At 2 minimum, data management considerations include the following:

*  How much data will be collected and stored?
»  How long will it be stored?
= What processing will be applied to the data?

= Who will have access to the data?

How Much Data Is Stored?

One of the first questions asked about data management is “How much data are we expect-
ing, and at what rate will we receive it?” Knowing the expected volumes of data will help
plan for storage.

If data is being stored in a managed service like Cloud Storage, then Google will manage
the provisioning of storage space, but you should still understand the volume of data so that
you can accurately estimate storage costs and work within storage limits.

It is important to plan for adequate storage capacity. Those responsible for managing
storage will also need to know the rate at which new data arrives and existing data is
removed from the system. This will give the growth rate in storage capacity.

How Long Is Data Stored?

It is also important to understand how long data will be stored in various storage systems.
Data may first arrive in a Cloud Pub/Sub queue, but it is immediately processed by a Cloud
Function that removes the data from the queue, transforms the data, and writes it to another
storage system. In this case, the data is usually in the queue for a short period of time. If the
ingestion process is down, data may accumulate in the Cloud Pub/Sub topic. Since Cloud
Pub/Sub is a managed service, the DevOps team would not have to allocate additional
storage to the queue if there is a backup of data. GCP will take care of that. They will, how-
ever, have to consider how long the data should be retained in the queue. For example, there
may be little or no business value in data that is more than seven days old. In that case, the
team should configure the Cloud Pub/Sub queue with a seven-day retention period.

If data is stored in Cloud Storage, you can take advantage of the service’s lifecycle pol-
icies to delete or change the storage class of data as needed. For example, if the data is rarely
accessed after 30 days, data can be stored in Nearline while Coldline storage is a good
option for data accessed not more than once in 90 days. If it is accessed once a year or less
often, then Archive storage is an appropriate choice.

When data is stored in a database, you will have to develop procedures for removing data
when it is no longer needed. In this case, the data could be backed up to Cloud Storage for
archiving, or it could be deleted without keeping a copy. You should consider the trade-offs
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between the possible benefits of having data available and the cost of storing it. For instance,
machine learning models can take advantage of large volumes of data, so it may be advisable
to archive data even if you cannot anticipate a use for the data at this time.

What Processing Is Applied to the Data?

There are several things to consider about how data is processed. These include the
following:

= Distance between the location of stored data and services that will process the data
»  Volume of data that is moved from storage to processing services

= Acceptable latency when reading and writing the data

= Stream or batch processing

» In the case of stream processing, how long to wait for late arriving data

The distance between the location of data and where it is processed is an important
consideration. This affects both the time it takes to read and write the data as well as, in
some cases, the network costs for transmitting the data. If data will be accessed from mul-
tiple geographic regions, consider using multiregional storage when using Cloud Storage. If
you are storing data in a relational database, consider replicating data to a read-only replica
located in a region closer to where the data will be read. If there is a single write instance of
the database, then this approach will not improve the time to ingest or update the data.

Understand if the data will be processed in batches or as a stream. Batch processes tend to
tolerate longer latencies, so moving data between regions may not create problems for meet-
ing business requirements around how fast the data needs to be processed. If data is now
being processed in batch but it will be processed as a stream in the future, consider using
Cloud Dataflow, Google’s managed Apache Beam service. Apache Beam provides a unified
processing model for batch and stream processing.

When working with stream processing, you should consider how you will deal with late
arriving and missing data. It is a common practice in stream processing to assume that no
data older than a specified time will arrive. For example, if a process collects telemetry data
from sensors every minute, a process may wait up to five minutes for data. If the data has
not arrived by then, the process assumes that it will never arrive.

A common architecture pattern is to consume data asynchronously by having data pro-
ducers write data to a Cloud Pub/Sub topic and then having data consumers read from that
topic. This helps prevent data loss when consumers cannot keep up with producers. Asyn-
chronous data consumption also enables higher degrees of parallelism, which promotes
scalability.

Business requirements help shape the context for systems integration and data
management. They also impose constraints on acceptable solutions. In the context of the
exam, business requirements may infer technical requirements that can help you identify the
correct answer to a question.
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Compliance and Regulation

Businesses and organizations may be subject to regulations. For example, it is likely that
Mountkirk Games accepts payment using credit cards and so is subject to financial services
regulations governing payment cards. Part of analyzing business requirements is to under-
stand which, if any, regulations require compliance. Regulations have different requirements,
depending on their objectives. Some widely recognized regulations include the following;:

»  Health Insurance Portability and Accountability Act (HIPAA) addresses privacy security
of medical information in the United States.

»  General Data Protection Regulation (GDPR) defines privacy protections for people in
and citizens of the European Union.

= The Sarbanes-Oxley (SOX) Act regulates business reporting of publicly traded com-
panies to ensure the accuracy and reliability of financial statements to mitigate the risk
of corporate fraud. This is a U.S. federal regulation.

»  Children’s Online Privacy Protection Act (COPPA) is a U.S. law that regulates websites
that collect personal information to protect children under the age of 13.

»  Payment Card Industry Data Security Standard (PCI DSS) is an industry security stan-
dard that applies to businesses that accept payment cards. The regulation specifies secu-
rity controls that must be in place to protect cardholders’ data.

It is important to understand what regulations apply to the systems you design. Some reg-
ulations apply because the business or organization developing cloud applications operates
in a particular jurisdiction. HIPAA applies to healthcare providers with patients and clients
in the United States. Companies that operate in the state of California in the United States
may also subject to the California Consumer Privacy Act. If a business operates in North
America but has customers in Europe, it may be subject to GDPR.

Some regulations apply by virtue of the industry in which the business or organization
operates. HIPAA governs healthcare providers and others with access to protected health
information. Banks in the United States are subject to the Financial Services Modernization
Act, also known as the Gram-Leach-Bliley Act (GLBA), specifying privacy protections for
consumers’ nonpublic financial information.

Privacy Regulations

Regulations placed on data are often designed to ensure privacy and protect the integrity

of data. A large class of regulations govern privacy. HIPAA, GLBA, GDPR, and a host of
national laws are designed to limit how personal data is used and to provide individuals with
some level of control over their information. More than 40 countries, the European Union,
and Singapore have privacy regulations. (See www.privacypolicies.com/blog/
privacy-law-by-country for a list of countries and links to additional information.)
Industry regulations, like PCI DSS, also include protections for keeping data confidential.


https://www.privacypolicies.com/blog/privacy-law-by-country/
https://www.privacypolicies.com/blog/privacy-law-by-country/
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From an architect’s perspective, privacy regulations require that we plan on ways to pro-
tect data through its entire lifecycle. This begins when data is collected, for example, when
a patient enters medical information into a doctor’s scheduling application. Protected data
should be encrypted before transmitting it to cloud applications and databases. Data should
also be encrypted when stored. This is sometimes called encrypting data in transit/motion
and data at rest.

Access controls should be in place to ensure that only authenticated and authorized peo-
ple and service accounts can access protected data. In some cases, applications may need to
log changes to data. In those cases, logs must be tamperproof.

Networks and servers should be protected with firewalls and other measures to limit
access to servers that process protected data. With Google Cloud, architects and developers
can take advantage of the Cloud Identity-Aware Proxy to verify a user’s identity in the con-
text of a request to a service and determine whether that operation should be allowed.

Security best practices should be used as well. This includes following the principle of
least privilege, so users and service accounts have only the permissions that are required to
carry out their responsibilities. Also practice defense in depth. That principle assumes any
security control may be compromised, so systems and data should be protected with mul-
tiple different types of controls.

Data Integrity Regulations

Data integrity regulations are designed to protect against fraud. SOX, for example, requires
regulated businesses to have controls on systems that prevent tampering with financial data.
In addition, businesses need to be able to demonstrate that they have these controls in place.
This can be done with application logs and reports from security systems, such as vulnera-
bility scanners or anti-malware applications.

Depending on regulations, applications that collect or process sensitive data may need to
use message digests and digital signing to protect data with tamper-proof protections.

Many of the controls used to protect privacy, such as encryption and blocking mecha-
nisms, like firewalls, are also useful for protecting data integrity.

In addition to stated business requirements, it is a good practice to review compliance and
regulations with the business owners of the systems that you design. You will often find that
the security protections required by regulations overlap with the controls that are used in
general to secure information systems and data.

Security

Information security, also known as infosec and cybersecurity, is a broad topic. In this sec-
tion, you will focus on understanding high-level security requirements based on business
requirements. Chapter 7, “Designing for Security and Legal Compliance,” will go into more
detail on cloud security measures.
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Business requirements for security tend to fall into three areas: confidentiality, integrity,
and availability.

Confidentiality

Confidentiality is about limiting access to data. Only users and service accounts with legiti-
mate business needs should have access to data. Even if regulations do not require keeping
some data confidential, it is a good practice to protect confidentiality. Using HTTPS instead
of HTTP and encrypting data at rest should be standard practice. Fortunately, for GCP
users, Google Cloud provides encryption at rest by default.

When we use default encryption, Google manages the encryption keys. This requires the
least work from customers and DevOps teams. If there is a business requirement that the
customer and not Google manage the keys, you can design for customer-managed encryp-
tion keys using Cloud KMS, or you can use customer-supplied encryption keys. In the former
case, keys are kept in the cloud. When using customer-supplied keys, they are stored outside
of GCP’ key management infrastructure.

Protecting servers and networks is also part of ensuring confidentiality. When collect-
ing business requirements, look for requirements for additional measures, for example, if a
particular hardened operating system must be used. This can limit your choice of computing
services. Also determine what kind of authentication is required. Will multifactor authen-
tication be needed? Start thinking about roles and permissions. Will custom IAM roles be
required? Determine what kinds and level of audit logging are required.

Integrity

Protecting data integrity is a goal of some of the regulations discussed earlier, but it is a gen-
eral security requirement in any business application. The basic principle is that only people
or service accounts with legitimate business needs should be able to change data and then
only for legitimate business purposes.

Access controls are a primary tool for protecting data integrity. Google Cloud Platform
has defined many roles to grant permissions easily according to common business roles. For
example, App Engine has roles for administrators, code viewers, deployers, and others. This
allows security administrators to assign fine-grained roles to users and service accounts while
still maintaining least privileges.

Server and network security measures also contribute to protecting data integrity.

When collecting and analyzing business requirements, seek to understand the roles that
are needed to carry out business operations and which business roles or positions will be
assigned those roles. Pay particular attention to who is allowed to view and update data, and
use separate roles for users who have read-only access.
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Availability

Availability is a bit different from confidentiality and integrity. Here the goal is to ensure
that users have access to a system. Malicious activities, such as distributed denial-of-service
(DDoS) attacks, malware infection, and encrypting data without authorization (ransomware
attacks), can degrade availability.

During the requirements-gathering phase of a project, consider any unusual availability
requirements. With respect to security, the primary focus is on preventing malicious acts.
From a reliability perspective, availability is about ensuring redundant systems and failover
mechanisms to ensure that services continue to operate despite component failures.

Security should be discussed when collecting business requirements. At this stage, it is
more important to understand what the business expects in terms of confidentiality, integrity,
and availability. We get into technical and implementation details after first understanding
the business requirements.

Success Measures

Businesses and other organizations are moving to the cloud because of its value. Businesses
can more efficiently develop, deploy, and run applications, especially when they are designed
in ways that take advantage of the cloud. Decision-makers typically want to measure the
value of their projects. This enables them to allocate resources to the more beneficial pro-
jects while avoiding others that may not prove worthwhile. Two common ways to measure
progress and success are key performance indicators and return on investment.

Key Performance Indicators

KPIs are a measurable value of some aspect of the business or operations that indicates how
well the organization is achieving its objectives. A sales department may have total value of
sales in the last week as a KPI, while a DevOps team might use CPU utilization as a KPI of
efficient use of compute resources.

Project KPIs

Project managers may use KPIs to measure the progress of a cloud migration project. KPIs
in that case may include a volume of data migrated to the cloud and no longer stored on-
premises, the number of test cases run each day in the cloud instead of on-premises, or the
number of workload hours running in the cloud instead of on-premises.

You can see from these examples that KPIs can be highly specific and tailored to a
particular kind of project. Often, you will have to define how you will measure a KPI. For
example, a workload hour may be defined based on the wall clock time and the number of
CPUs dedicated to a workload.
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The definition of a KPI should allow for an obvious way to measure the indicator. The
details of the definition should be stated early in the project to help team members under-
stand the business objectives and how they will be measured.

Operations KPI

Line-of-business managers may use KPIs to measure how well operations are running. These
KPIs are closely aligned with business objectives. A retailer may use total sales revenue,
while a telecommunications company may monitor reduction in customer churn, in other
words, customers taking their business to a competitor. A financial institution that makes
loans might use the number of applications reviewed as a measure of how well the business
is running.

For architects, it is important to know how the business will measure the success of a
project or operation. KPIs help us understand what is most important to the business and
what drives decision-makers to invest in a project or line of business.

Return on Investment

ROl is a way of measuring the monetary value of an investment. ROI is expressed as a
percentage, and it is based on the value of some aspect of the business after an investment
when compared to its value before the investment. The return, or increase or loss, after
an investment divided by the cost of the investment is the ROI. The formula for ROI is

as follows:

ROI = [(Value of investment — cost of investment) / cost of investment] *100

The value of investment is measured for a fixed period of time, such as 1 year or 3 years.
For example, if a company invests $100,000 in new equipment and this investment generates
a value of $145,000 over 3 years, then the ROl is 45 percent over 3 years.

In cloud migration projects, the investment includes the cost of cloud services, employee
and contractor costs, and any third-party service costs. The value of the investment can
include the expenses saved by not replacing old equipment or purchasing new equipment,
savings due to reduced power consumption in a data center, and new revenue generated
by applications and services that scale up in the cloud but were constrained when run
on-premises.

Success measures such as KPIs and ROI are a formal way of specifying what the organi-
zation values with respect to a project or line of business. As an architect, you should know
which success measures are being used so that you can understand how the business mea-
sures the value of the systems that you design.
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Summary

The first stages of a cloud project should begin with understanding the business use cases
and product strategy. This information sets the context for later work on the technical
requirements analysis.

One part of business requirements analysis includes application design and cost consid-
erations. Application design considerations include assessing the possible use of managed
services and lower classes of service that cost less than standard services. Data lifecycle
management is also a factor in application design.

In addition to business drivers, consider regulations that may apply to your projects.
Many regulations are designed to protect individuals’ privacy or to ensure the integrity of
data to prevent fraud. Compliance with regulations may require additional security controls
or application features that otherwise would not be implemented.

Security business requirements can be framed around three objectives: protecting confi-
dentiality, preserving the integrity of data, and ensuring the availability of services, especially
with respect to malicious acts that could disrupt services. There may be ancillary security
requirements as well. For example, if a company sends a digital purchase order, the recipient
should be expected to send a signed acknowledgment proving that they received it. This kind
of nonrepudiation requirement may occur with external business processes.

Business and other organizations will often monitor the progress of projects and the
efficiency and profitability of lines of business using success measures, such as KPIs and ROL

Exam Essentials

Study the case studies: EHR Healthcare, Helicopter Racing League, Mountkirk Games, and
TerramEarth.  You will have access to the case studies during the exam, but you can save
time if you are already familiar with the details of each. Also, think through the implications
of the business requirements to understand how they constrain technical solution options.

Understand business terms like total cost of ownership (TCO), key performance indicators
(KPIs), and return on investment (ROI).  You will almost certainly not have to calculate
any of these measures, but you should understand what they measure and why they are used
by business executives and analysts.

Learn about Google Cloud Platform managed services and for what purposes they are

used. These services can be used instead of deploying and managing applications and
managing servers, storage, networking, and so forth. If a business requirement includes using
managed services or reducing the workload on a DevOps team, you may be able to use one
or more of these services to solve problems presented on the exam.
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Understand the elements of data management. This includes how much data will be col-
lected and stored, how long it will be stored, what processing will be applied to it, and who
will have access to it.

Understand how compliance with regulations can introduce additional business require-
ments. Businesses and organizations may be subject to one or more regulations. Part
of analyzing business requirements is to understand which, if any, regulations require
compliance.

Understand the three main aspects of security with respect to business requirements. They
are confidentiality, integrity, and availability. Confidentiality focuses on limiting access to
data to those who have a legitimate business need for it. Integrity ensures that data is not
tampered with or corrupted in ways that could enable fraud or other misuse. Availability
addresses the need to prevent malicious acts from disrupting access to services.

Know why decision-makers use success measures. Two well-known success measures are
KPIs and ROI. KPIs are measures that are specific to a business operation. ROI is a general
measure based on the cost of an investment versus the additional benefit realized because of
that investment.
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Review Questions

1. In the TerramEarth case study, the volume of data and compute load will be most affected by
what characteristics of the TerramEarth systems?

A. The number of dealers and customers

B. The number of vehicles, the number of sensors on vehicles, network connectivity, and
the types of data collected

C. The type of storage used
D. Compliance with regulations

2. You have received complaints from customers about long wait times while loading applica-
tion pages in their browsers, especially pages with several images. Your director has tasked

you with reducing latency when accessing and transmitting data to a client device outside the
cloud. Which of the following would you use? (Choose two.)

A. Multiregional storage
B. Coldline storage

C. CDN

D. Cloud Pub/Sub

E. Cloud Dataflow

3. Mountkirk Games will analyze game players’ usage patterns. This will require collecting
time-series data including game state. What database would be a good option for doing this?

A. BigQuery
B. Bigtable
C. Cloud Spanner
D. Cloud Storage
4. You have been hired to consult with a new data warehouse team. They are struggling to meet
schedules because they repeatedly find problems with data quality and must write prepro-

cessing scripts to clean the data. What managed service would you recommend for addressing
these problems?

A. Cloud Dataflow
B. Cloud Dataproc
C. Cloud Dataprep
D

Cloud Datastore
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You have deployed an application that receives data from sensors on manufacturing equip-

ment. Sometimes more data arrives than can be processed by the current set of Compute

Engine instances. Business managers do not want to run additional VMs. What changes could

you make to ensure that data is not lost because it cannot be processed as it is sent from the

equipment? Assume that business managers want the lowest-cost solution.

A. Write data to local SSDs on the Compute Engine VMs.

B. Write data to Cloud Memorystore and have the application read data from the cache.

C. Write data from the equipment to a Cloud Pub/Sub queue and have the application read
data from the queue.

D. Tune the application to run faster.
Your company uses Apache Spark for data science applications. Your manager has asked you

to investigate running Spark in the cloud. Your manager’s goal is to lower the overall cost of
running and managing Spark. What would you recommend?

A. Run Apache Spark in Compute Engine.

B. Use Cloud Dataproc with preemptible virtual machines.

C. Use Cloud Data Fusion.

D. Use Cloud Memorystore with Apache Spark running in Compute Engine.

You are working with a U.S. hospital to extract data from a legacy electronic health record
(EHR) system. The hospital has offered to provide business requirements, but there is little

information about regulations in the documented business requirements. What regulations
would you look to for more guidance on complying with relevant regulations?

A. GDPR

B. SOX
C. HIPAA
D. PCIDSS

What security control can be used to help detect changes to data?

A. Firewall rules

B. Message digests

C. Authentication

D. Authorization

Your company has a data classification scheme for categorizing data as secret, sensitive,
private, and public. There are no confidentiality requirements for public data. All other data
must be encrypted at rest. Secret data must be encrypted with keys that the company con-
trols. Sensitive and private data can be encrypted with keys managed by a third party. Data

will be stored in GCP. What would you recommend to meet these requirements while mini-
mizing cost and administrative overhead?

A. Use Cloud KMS to manage keys for all data.

B. Use Cloud KMS for secret data and Google default encryption for other data.
C. Use Google default encryption for all data.
D

Use a custom encryption algorithm for all data.
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You manage a service with several databases. The queries to the relational database are
increasing in latency. Reducing the amount of data in tables will improve performance and
reduce latency. The application administrator has determined that approximately 60 percent
of the data in the database is more than 90 days old and has never been queried and does
not need to be in the database. You are required to keep the data for five years in case it is
requested by auditors. What would you propose to decrease query latency without increasing
costs—or at least keeping any cost increases to a minimum?

A. Horizontally scale the relational database.
B. Vertically scale the relational database.

C. Export data more than 90 days old, store it in Cloud Storage Archive class storage, and
delete that data from the relational database.

D. Export data more than 90 days old, store it in Cloud Storage multiregional class storage,
and delete that data from the relational database.

Your company is running several custom applications that were written by developers who
are no longer with the company. The applications frequently fail. The DevOps team is paged
more for these applications than any others. You propose replacing those applications with
several managed services in GCP. A manager who is reviewing your cost estimates for using
managed services in GCP notes that the cost of the managed services will be more than what
they pay for internal servers. What would you recommend as the next step for the manager?

A. Nothing. The manager is correct—the costs are higher. You should reconsider your rec-
ommendation.

B. Suggest that the manager calculate total cost of ownership, which includes the cost to
support the applications as well as infrastructure costs.

C. Recommend running the custom applications in Compute Engine to lower costs.
D. Recommend rewriting the applications to improve reliability.
A director at an online gaming startup has asked for your recommendation on how to mea-

sure the success of the migration to GCP. The director is particularly interested in customer
satisfaction. What KPIs would you recommend?

A. Average revenue per customer per month

B. Average time played per customer per week

C. Average time played per customer per year

D. Average revenue per customer per year

Mountkirk Games is implementing a player analytics system. You have been asked to docu-
ment requirements for a stream processing system that will ingest and preprocess data before
writing it to the database. The preprocessing system will collect data about each player for
one minute and then write a summary of statistics about that database. The project manager

has provided the list of statistics to calculate and a rule for calculating values for missing
data. What other business requirements would you ask of the project manager?

A. How long to store the data in the database?

B. What roles and permissions should be in place to control read access to data in the data-
base?

C. How long to wait for late-arriving data?

D. A list of managed services that can be used in this project.
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A new data warehouse project is about to start. The data warehouse will collect data from
14 different sources initially, but this will likely grow over the next 6 to 12 months. What
managed GCP service would you recommend for managing metadata about the data ware-
house sources?

A. Data Catalog

B. Cloud Dataprep

C. Cloud Dataproc

D. BigQuery

You are consulting for a multinational company that is moving its inventory system to GCP.
The company wants to use a managed database service, and it requires SQL and strong

consistency. The database should be able to scale to global levels. What service would you
recommend?

A. Bigtable

B. Cloud Spanner

C. Cloud Datastore

D. BigQuery

TerramEarth has interviewed dealers to better understand their needs regarding data. Dealers
would like to have access to the latest data available, and they would like to minimize the

amount of data they have to store in their databases and object storage systems. How would
you recommend that TerramEarth provide data to their dealers?

A. Extract dealer data to a CSV file once per night during off-business hours and upload it
to a Cloud Storage bucket accessible to the dealer.

B. Create an API that dealers can use to retrieve specific pieces of data on an as-needed
basis.

C. Create a database dump using the database export tool so that dealers can use the data-
base import tool to load the data into their databases.

D. Create a user account on the database for each dealer and have them log into the data-

base to run their own queries.

Your company has large volumes of unstructured data stored on several network-attached
storage systems. The maintenance costs are increasing, and management would like to con-
sider alternatives. What GCP storage system would you recommend?

A. Cloud SQL

B. Cloud Storage
C. Cloud Datastore
D. Bigtable
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A customer-facing application is built using a microservices architecture. One of the services
does not scale as fast as the service that sends it data. This causes the sending service to wait
while the other service processes the data. You would like to change the integration to use
asynchronous instead of synchronous calls. What is one way to do this?

A. Create a Cloud Pub/Sub topic, have the sending service write data to the topic, and have
the receiving service read from the topic.

B. Create a Cloud Storage bucket, have the sending service write data to the topic, and
have the receiving service read from the topic.

C. Have the sending service write data to local drives, and have the receiving service read
from those drives.

D. Create a Bigtable database, have the sending service write data to the topic, and have the
receiving service read from the topic.

A key initiative at TerramEarth is to use the data that is collected from vehicles to predict
when equipment will break down. What managed services would you recommend TerramE-
arth to consider?

A. Bigtable

B. Cloud Dataflow

C. Cloud AutoML

D. Cloud Spanner

A team of data scientists is more proficient with statistics than with coding extraction, trans-

formation and loading pipelines. The data scientists would like to use a managed service spe-
cifically designed for ETL. What GCP service would you recommend?

A. Cloud Data Fusion
B. Cloud BigQuery

C. Cloud Data Catalog
D. Cloud Pub/Sub
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The Google Cloud Professional Architect exam will test your
ability to understand technical requirements that are explic-
itly stated, as well as implied, in case studies and questions.
Technical requirements may specify a particular hardware or software constraint. For
example, an application may need to use a MySQL 8.0 database or be able to transmit
1 GB of data between an on-premises data center and the Google Cloud Platform. Technical
requirements do not necessarily specify all details that you will need to know. If a question
states that a virtual private cloud will have three subnets, then you will have to infer from
that statement that the subnets will need to be configured with distinct, nonoverlapping
address spaces. It is common for questions about technical requirements to require you
to choose among multiple solutions and to understand some unstated implication of the
requirement so that you can make a choice among possible solutions.

In this chapter, we will consider three broad categories of technical requirements.

»=  High availability
= Scalability
= Reliability

We will use the case studies as jumping-off points for discussing these kinds of require-
ments. We will consider how each of these factors influences the choices we make about
compute, storage, networking, and specialized services.

The most important piece of information to take away from this chapter is that avail-
ability, scalability, and reliability are not just important at the component or subsystem level
but across the entire application infrastructure. Highly reliable storage systems will not
confer high reliability on a system if the networking or compute services are not reliable.

High Availability

High availability is the continuous operation of a system at sufficient capacity to meet the
demands of ongoing workloads. Availability is usually measured as a percent of time that

a system is available and responding to requests with latency not exceeding some certain
threshold. Table 3.1 shows the amount of allowed downtime at various service-level
agreement (SLA) levels. An application with a 99 percent availability SLA can be down for
14.4 minutes per day, while a system with a 99.999 percent availability can be down for less
than one second per day without violating the SLA.
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TABLE 3.1 Example availability SLAs and corresponding downtimes

Percent Uptime Downtime/Day Downtime/Week Downtime/Month
99.00 14.4 minutes 1.68 hours 7.31 hours

99.90 1.44 minutes 10.08 minutes 43.83 minutes
99.99 8.64 seconds 1.01 minutes 4.38 minutes
99.999 864 milliseconds 6.05 seconds 26.3 seconds
99.9999 86.4 milliseconds 604.8 milliseconds 2.63 seconds

High availability SLAs, such as these, must account for the fact that hardware and soft-
ware fails. Individual physical components, such as a disk drive running in a particular disk
array, may have a small probability of failing in a one-month period. If you are using thou-
sands of drives, then it is much more likely that at least one of them will fail.

When designing high availability applications, you have to plan for failures. Failures can
occur at multiple points in an application stack:

*  An application bug

= A service that the application depends on is down
» A database disk drive fills up

» A network interface card fails

* A router is down

* A network engineer misconfigures a firewall rule

We can mitigate the risk of hardware failures, in part, with redundancy. Instead of writing
data to one disk, we write it to three disks. Rather than have a single server running an
application, we create instance groups with multiple servers and load balance workload
among them. We install two direct network connections between our data center and the
GCP—preferably with two different telecommunication vendors. Redundancy is also a key
element of ensuring scalability, but it also requires autohealing or other automated repair
mechanisms to ensure continued availability.

We compensate for software and configuration errors with software engineering and
DevOps best practices. Code reviews, multiple levels of testing, and running new code in a
staging environment can help identify bugs before code is released to production. Canary
deployments, in which a small portion of a system’s workload is routed to a new version of
the software, allow us to test code under production conditions without exposing all users
to new code. If there is a problem with the new version of software, it will affect only a por-
tion of the users before it is rolled back. Automating infrastructure deployments, by treating
infrastructure as code, reduces the need for manual procedures and the chance to make a
mistake when entering commands.
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As you design systems with an eye for high availability, keep in mind the role of redun-
dancy and best practices for software development and DevOps.

Compute Availability

The GCP offers several compute services. We’ll consider availability in four of these services.
= Compute Engine

»  Kubernetes Engine

=  App Engine

*  Cloud Functions

Each of these services can provide high availability compute resources, but they vary in
the amount of effort required to achieve high availability.

High Availability in Compute Engine

High availability in Compute Engine is ensured by several different mechanisms and
practices.

Hardware Redundancy and Live Migration

At the physical hardware level, the large number of physical servers in the GCP provide
redundancy for hardware failures. If a physical server fails, others are available to replace it.
Google also provides live migration, which moves VMs to other physical servers when

there is a problem with a physical server or scheduled maintenance occurs. Live migration
is also used when network or power systems are down, security patches need to be applied,
or configurations need to be modified. Live migration is not available for preemptible VMs,
however, but preemptible VMs are not designed to be highly available. At the time of this
writing, VMs with GPUs attached are not available to live migrate. Constraints on live
migration may change in the future. The descriptions of Google services here are illustrative
and designed to help you learn how to reason about GCP services so you can answer exam
questions. For up-to-date details on services, always consult Google Cloud documentation.

Managed Instance Groups

High availability also comes from the use of redundant VMs. Managed instance groups are
the best way to create a cluster of VMs, all running the same services in the same configu-
ration. A managed instance group uses an instance template to specify the configuration of
each VM in the group. Instance templates specify machine type, boot disk image, and other
VM configuration details. If a VM in the instance group fails, another one will be created
using the instance template.

Managed instance groups (MIGs) provide other features that help improve availability.
A VM may be operating correctly, but the application running on the VM may not be func-
tioning as expected. Instance groups can detect this using an application-specific health
check. If a VM instance fails the health check, the managed instance group will kill the fail-
ing instance and create a new instance. This feature is known as autobealing.
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Managed instance groups use load balancing to distribute workload across instances. If
an instance is not available, traffic will be routed to other servers in the instance group. In-
stance groups can be configured as regional instance groups. This distributes instances across
multiple zones. If there is a failure in a zone, the application can continue to run in the
other zones.

Multiple Regions and Global Load Balancing

Beyond the regional instance group level, you can further ensure high availability by running
your application in multiple regions and using a global load balancer to distribute workload.
This would have the added advantage of allowing users to connect to an application instance
in the closest region, which could reduce latency. You would have the option of using the
HTTP(S), SSL Proxy, or TCP Proxy load balancers for global load balancing.

High Availability in Kubernetes Engine

Kubernetes Engine is a managed Kubernetes service that is used for container orchestration.
Kubernetes is designed to provide highly available containerized services. High availability in
GKE Kubernetes clusters comes both from Google’s technical processes and from the design
of Kubernetes itself.

VMs in a GKE Kubernetes cluster are members of a managed instance group, so they
have all the high availability features described previously.

Kubernetes continually monitors the state of containers and pods. Pods are the smallest
unit of deployment in Kubernetes; they usually have one container, but in some cases a pod
may have two or more tightly coupled containers. If pods are not functioning correctly, they
will be shut down and replaced. Kubernetes collects statistics, such as the number of desired
pods and the number of available pods, which can be reported to Cloud Monitoring.

Kubernetes Engine clusters can be zonal or regional. To improve availability, you can
create a regional cluster in GKE, the managed service that distributes the underlying VMs
across multiple zones within a region. GKE replicates control plane servers and nodes across
zones. Control plane servers run several services including the API server, scheduler, and
resource controller and, when deployed to multiple zones, provide for continued availability
in the event of a zone failure.

High Availability in App Engine and Cloud Functions

App Engine and Cloud Functions are fully managed compute services. Users of these services
are not responsible for maintaining the availability of the computing resources. The Google
Cloud Platform ensures the high availability of these services.

Of course, App Engine and Cloud Functions applications and functions may fail and
leave the application unavailable. This is a case where the software engineering and DevOps
best practices can help improve availability.

High Availability Computing Requirements in Case Studies

All four case studies have requirements for high availability computing.
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In the EHR Healthcare case study, the executive statement includes “We want to use
Google Cloud to leverage a scalable, resilient platform that can span multiple environ-
ments seamlessly and provide a consistent and stable user experience that positions us
for future growth.” While the statement does not explicitly cite high availability, we can
assume if the company wants a scalable and resilient platform to build on, then they will
want high availability as well. The organization has containerized their customer-facing
applications and runs them in Kubernetes, which of course is designed to provide for
high availability of services.

In the Helicopter Racing League case study, high availability is needed for both stream-
ing services and predictive analytics. Helicopter Racing League streams races live and

so needs highly available services to ensure content is delivered with low latency to all
viewers. If a streaming service were unavailable during a race, it would significantly
impact viewer experience. Since the company is focusing on improving predictions made
during races and providing their partners with access to predictive models, any platform
used for creating those predictions will need to be highly available.

In the Mountkirk Games case study, there is no explicit requirement for high avail-
ability, but it is implied. Given the nature of online games, users expect to be able to
continue to play once they start and until they decide to stop. The case study specifies
that a new game platform will run on Kubernetes Engine so that the company can take
advantage of autoscaling. In addition, they plan to collect more telemetry and player
data noting that “[w]e were able to analyze player behavior and game telemetry in ways
that we never could before.” Services must be highly available to ingest, process, and
analyze telemetry and player data without losing data or experiencing delays in analysis.

In the TerramEarth case study, the company needs highly available data ingestion and
dealer-facing applications. Over two million vehicles are in operation, and that number
is growing at 20 percent per year. These vehicles transmit critical data during operation
so it must be reliably collected, and any ingestion system will need to scale with the pro-
jected growth. The company is also developing APIs for dealers who will likely expect
highly available services. TerramEarth developers and contractors also need reliable and
scalable workflows and CI/CD pipelines.

Storage Availability

Highly available storage is storage that is available and functional at nearly all times. The
storage services can be grouped into the following categories:

Object storage

File and block storage
Database services
Caching

Let’s look at availability in each type of storage service.
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Availability vs. Durability

Availability should not be confused with durability, which is a measure of the probability
that a stored object will be inaccessible at some point in the future. A storage system can be
highly available but not durable. For example, in Compute Engine, locally attached storage
is highly available because of the way Google manages VMs. If there was a problem with
the local storage system, VMs would be live migrated to other physical servers. Locally
attached drives are not durable, though. If you need durable drives, you could use Persis-
tent Disk or Cloud Filestore, the fully managed file storage service.

Availability of Object, File, and Block Storage

Cloud Storage is a fully managed object storage service. Google maintains high availability
of the service. As with other managed services, users do not have to do anything to ensure
high availability.

Cloud Filestore is another managed storage service. It provides filesystem storage that is
available across the network. High availability is ensured by Google.

Persistent disks (PDs) are SSDs and hard disk drives that can be attached to VMs. These
disks provide block storage so that they can be used to implement filesystems and data-
base storage. Persistent disks continue to exist even after the VMs shut down. One of the
ways in which persistent disks enable high availability is by supporting online resizing. Also,
GCP offers both zone persistent disks and regional persistent disks. Regional persistent
disks are replicated in two zones within a region. Persistent disks are further categorized by
performance characteristics into several types:

»  Zonal standard PDs, which are efficient and reliable block storage devices up to 64 TB
»  Regional standard PDs, which are like zonal standard PDs but replicated across two
zones in a region
»  Zonal balanced PDs, which have higher IOPS rates than standard PDs
»  Regional balanced PDs, which are like zonal balanced PDs but replicated across two
zones in a region
= Zonal SSD PDs, which have higher IOPS rates than balanced or standard PDs
= Regional SSD PDs, which are like zonal SSD PDs but replicated across two zones
in a region
»  Zonal extreme PDs, which are the highest-performance block storage option
The higher the performance of the persistent disk, the higher the cost. Durability also
varies across persistent disk type. Zonal standard persistent disks have better than 99.99 per-
cent durability while zonal balanced PDs, zonal SSD PDs, and regional standard PDs, have

better than 99.999 percent durability. Zonal extreme PDs and regional SSD PDs have better
than 99.9999 percent durability.
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Availability of Databases

GCP users can choose between running database servers in VMs that they managed or using
one of the managed database services.

Self-Managed Databases

When running and managing a database, you will need to consider how to maintain avail-
ability if the database server or underlying VM fails. Redundancy is the common approach
to ensuring availability in databases. How you configure multiple database servers will
depend on the database system you are using.

For example, PostgreSQL has several options for using combinations of primary servers,
hot standby servers, and warm standby servers. A hot standby server can take over imme-
diately in the event of a primary server failure. A warm standby may be slightly behind
in reflecting all transactions. PostgreSQL employs several methods for enabling failover,
including the following;:

»  Shared disk, in which case multiple databases share a disk. If the primary server fails,
the standby starts to use the shared disk.

= Filesystem replication, in which changes in the master server filesystem are mirrored on
the failover server’s filesystem.

= Synchronous multimaster replication, in which each server accepts writes and propa-
gates changes to other servers.

Other database management systems offer similar capabilities. The details are not impor-
tant for taking the Professional Cloud Architect exam, but it is important to understand how
difficult it is to configure and maintain highly available databases. In contrast, if you were
using Cloud SQL, you could configure high availability in the console by opting for a high
availability configuration.

Managed Databases

GCP offers several managed databases. All have high availability features.

Fully managed and serverless databases, such as Cloud Firestore and BigQuery, are highly
available, and Google attends to all of the deployment and configuration details to ensure
high availability.

The database servers that require users to specify some server configuration options, such
as Cloud SQL and Bigtable, can be made more or less highly available based on the use of
regional replication. For example, in Bigtable, regional replication enables primary-primary
replication among clusters in different zones. This means that both clusters can accept reads
and writes, and changes are propagated to the other cluster. In addition to reads and writes,
regional replication in Bigtable replicates other changes, such as updating data, adding or
removing column families, and adding or removing tables.

In general, the availability of databases is based on the number of replicas and their dis-
tribution. The more replicas and the more they are dispersed across zones, the higher the
availability. Keep in mind that as you increase the number of replicas, you will increase costs
and possibly latency if all replicas must be updated before a write operation is considered
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successful. Also consider if the data storage system you choose is available within a zone or
across regions.

Availability of Caching

Caching is the practice of storing data in low-latency storage to improve application or data-
base performance. For example, if a particular query is frequently invoked in a database
application, the query may respond faster if the data is in memory than if the memory were
retrieved from a standard persistent disk. Caches are typically optimized for low latency and
often come with low durability. Snapshots of the state of a cache may be saved to persistent
storage to provide a point of recovery, but such snapshots are not as general purpose as a
database table saved to persistent disk.

Cloud Memorystore is a high availability cache service in Google Cloud that supports
both Memcached and Redis. This managed cache service can be used to improve availability
of data that requires low latency access. Instead of storing data in the memory of a virtual
machine or container, which can fail and lose the state of memory, application designers can
use Cloud Memorystore to provide high availability of data that requires low latency.

High Availability Storage Requirements in Case Studies

The Mountkirk Games case study notes that the company plans to offer a global leader
board using Cloud Spanner, which provides for both high availability and multiregion to
global strongly consistent transactions. Game player data, such as the state of play and pos-
sessions and attributes of players, could be stored in a NoSQL database such as Bigtable,
which provides both low-latency reads/writes and scalability.

One of the technical requirements is to “store game activity logs in structured files for
future analysis,” which is a good candidate for Cloud Storage, which can scale to store
log files as needed. When it is time to analyze log data, files can be loaded into BigQuery,

a fully managed analytical database, or accessed by as external, federated tables stored in
Cloud Storage.

TerramEarth needs to store telemetry data ingested in real time. This data is time-series
data, which means that each record has a time stamp, identifiers indicating the piece of
equipment that generated the data, and a series of metrics. Bigtable is a good option when
you need to write large volumes of data in real time at low latency. Bigtable has support for
regional replication, which improves availability.

EHR Healthcare uses a combination of relational and NoSQL databases. If the company
continues to manage their databases rather than use a managed service, such as Cloud SQL,
then they should consider using regional or zonal persistent disks and choose based on their
availability requirements.

Helicopter Racing League performs encoding and transcoding in the cloud. If low-latency
persistent storage access is important for these processes, then the company should consider
extreme PDs or local SSDs if their encoding and transcoding pipelines can tolerate the loss of
a zonal or local disk. Object storage is used with Helicopter Racing League’s current cloud
provider to store content; Cloud Storage could provide the same function in Google Cloud.
The focus on building predictive models means the company will need to store large volumes
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of content, such as all race recordings. Telemetry data from racing helicopters as well as
from viewers watching races could be stored in Bigtable, which provides for scalability, low-
latency reads and writes, as well as key lookup and range scan lookups. Bigtable could be
the source of structured data, such as time-series data, for building machine learning models,
while Cloud Storage could store unstructured contents, such as audio and video.

Network Availability

When network connectivity is down, applications are unavailable. There are two primary
ways to improve network availability:

= Use redundant network connections
»  Use Premium Tier networking

Redundant network connections can be used to increase the availability of the network
between an on-premises data center and Google’s data center. One type of connection is a
Dedicated Interconnect, which can be used with a minimum of 10 Gbps throughput and
does not traverse the public internet. A Dedicated Interconnect is possible when both your
network and the Google Cloud network have a point of presence in a common location,
such as a data center. When your network does not share a common point of presence with
the Google Cloud network, you have the option of using a Partner Interconnect. When using
a Partner Interconnect, you provision a network link between your data center and a Google
network point of presence. Traffic flows through a telecommunication provider’s network
from your data center to Google Cloud’s network. Traffic does not travel over the internet.

VPN can also be used when sending data over the internet is not a problem. You should
choose among these options based on cost, security, throughput, latency, and availability
considerations. Google Cloud offers a high availability VPN, known as HA VPN, which uses
redundant connections and offers a 99.99 percent SLA.

Data within the GCP can be transmitted among regions using the public internet or
Google’s internal network. The latter is available as the Premium Network Tier, which costs
more than the Standard Network Tier, which uses the public internet. The internal Google
network is designed for high availability and low latency, so the Premium Tier should be
considered if global network availability is a concern. Note, if you plan to use global load
balancing, you will need to use Premium Tier networking.

High Availability Network Requirements in Case Studies

The case studies do not provide explicit networking requirements other than an implied
expectation that the network is always available. An architect should inquire about addi-
tional requirements that might determine if Premium Tier networking is required or if mul-
tiple network connections among on-premises and Google data centers are needed.

Application Availability

Application availability builds on compute, storage, and networking availability. It also
depends on the application itself. Designing software for high availability is beyond the
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scope of this book, and it is not a subject you will likely be tested on when taking the
Professional Cloud Architect exam.

Architects should understand that they can use Cloud Monitoring and Cloud Logging to
observe the state of applications so that they can detect problems as early as possible. Appli-
cations that are instrumented with custom metrics can provide application-specific details
that could be helpful in diagnosing problems with an application.

Scalability

Scalability is the process of adding and removing infrastructure resources to meet workload
demands efficiently. Different kinds of resources have different scaling characteristics. Here
are some examples:

*  VMs in a managed instance group scale by adding or removing instances from
the group.

»  Kubernetes scales pods based on load and configuration parameters.
=  NoSQL databases scale horizontally, but this introduces issues around consistency.

»  Relational databases can scale horizontally, but that requires server clock synchroniza-
tion if strong consistency is required among all nodes. Cloud Spanner uses the TrueTime
service, which depends on atomic clocks and GPS signals to ensure a low, upper bound
on the difference in time reported by clocks in a distributed system.

As a general rule, scaling stateless applications horizontally is straightforward. Stateful
applications are difficult to scale horizontally, and vertical scaling is often the first choice
when stateful applications must scale. Alternatively, stateful applications can move state
information out of the individual containers or VMs and store it in a cache, like Cloud
Memorystore, or in a database. This makes scaling horizontally less challenging.

Remember that different kinds of resources will scale at different rates. Compute-
intensive applications may need to scale compute resources at a faster rate than storage.
Similarly, a database that supports large volumes that is not often queried may need to scale
up storage faster than compute resources. To facilitate efficient scaling, it helps to decouple
resources that scale at different rates.

For example, front-end applications are often needed to scale according to how many
users are active on the system and how long requests take to process. Meanwhile, the data-
base server may have enough resources to meet peak demand load without scaling up. When
resources are difficult to scale, consider deploying for peak capacity. Relational databases,
other than Cloud Spanner, and network interconnects are examples of resources that are dif-
ficult to scale. In the case of a non-Spanner relational database, you could scale by running
the database on a server with more CPUs and memory. This is vertical scaling, which is
limited to the size of available instances. For networks, you could add additional intercon-
nects to add bandwidth between sites. Both of these are disruptive operations compared to
scaling a stateless application by adding virtual machines to a cluster, which users might
never notice.
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Scaling Compute Resources

Compute Engine and Kubernetes Engine support automatic scaling of compute resources.
App Engine and Cloud Functions autoscale as well, but they are managed by the Google
Compute Platform.

Scaling Compute in Compute Engine

In Compute Engine, you can scale the number of VMs running your application using
managed instance groups, which support autoscaling. Adding VMs to a managed instance
group is known as scaling out or scaling up. Removing VMs from a managed instance group
is known as scaling in or scaling down. Autoscaling is not available when a managed in-
stance group has a stateful configuration. Unmanaged instance groups do not support auto-
scaling. Compute Engine autoscaling should not be used by managed instance groups owned
by Kubernetes Engine; cluster autoscaling should be used in those cases.

Autoscaling can be configured to scale based on several attributes, including the
following:

= Average CPU utilization
=  HTTP load balancing utilization
= Customer monitoring metrics

The autoscaler collects the appropriate performance data and compares it to targets set in
an autoscaling policy. For instance, if you set the target CPU utilization to 80 percent, then
the autoscaler will add or remove VMs from the managed instance group to keep the CPU
utilization average for the group close to 80 percent.

Autoscalers can make decisions based on multiple metrics. An autoscaler will calculate a
recommended number of VMs per metric and then choose the maximum number of VMs
recommended.

In addition to autoscaling based on metrics, you can also schedule autoscaling based
on time using a scaling schedule. A scaling schedule has a capacity, which is the minimum
number of required VMs, and a schedule that includes a start time, duration, and recurrence
frequency, such as daily or weekly. You can also enable predictive autoscaling to forecast
future loads. This works best when an application has a long startup time and the workload
varies predictably over days or weeks.

Keep in mind that autoscaling is independent of health checks. If you use autohealing and
a VM fails a health check, the autohealer will try to re-create the instance that failed.

When adding a VM to a managed instance group, the application running on the VM will
take some time to initialize. This is known as the cooldown period. Autoscalers will use data
from VMs in a cooldown period for scale-in decisions but not scale-out decisions. By default,
the cooldown period is 60 seconds, but that can be changed.

When scaling in, the autoscaler considers the peak load during the previous 10 minutes,
which is known as the stabilization period. The autoscaler ensures there are enough VMs to
meet the peak load during the stabilization period.
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Abrupt scale-in events can increase application latency. You can control scale-in oper-
ations by specifying a maximum allowed reduction in VMs within a specified time period
known as the trailing time window. The trailing time window is the time window the auto-
scaler monitors for making scaling decisions. The autoscaler does not resize below the peak
size less the maximum allowed reduction in VMs.

Before a VM is removed from a group, it can optionally run a shutdown script to clean
up. The shutdown script is run on a best-effort basis.

When an instance is added to the group, it is configured according to the configuration
details in the instance template.

Scaling Compute in Kubernetes Engine

Kubernetes is designed to manage containers in a cluster environment. Recall that containers
are an isolation mechanism that allows processes on the same operating system to run with
isolated resources. Kubernetes does not scale containers directly; instead, autoscaling is
based on Kubernetes abstractions.

The smallest computational resource in Kubernetes is a pod. Pods contain containers.
Pods run on nodes, which are VMs in managed instance groups. Pods usually contain one
container, but they can include more. When pods have more than one container, those con-
tainers are usually tightly coupled, such as one container running analysis code while the
other container runs ancillary services, such as data cleansing services. Containers in the
same pod should have the same scaling characteristics since they will be scaled up and
down together.

A deployment specifies updates for pods and ReplicaSets, which are sets of identically
configured pods running at some point in time. An application may be run in more than
one deployment at a time. This is commonly done to roll out new versions of code. A new
deployment can be run in a cluster, and a small amount of traffic can be sent to it to test the
new code in a production environment without exposing all users to the new code. This is an
example of a canary deployment.

Applications running on a set of pods can be exposed using a Service. A Service provides
a stable abstraction for accessing an application running in a deployment, which can have
pods and associated IP addresses that change.

Kubernetes can scale the number of nodes in a cluster, and it can scale the number of
replicas and pods running a deployment. Kubernetes Engine automatically scales the size of
the cluster based on load. If a new pod is created and there are not enough resources in the
cluster to run the pod, then the autoscaler will add a node. Nodes exist within zode pools,
which are nodes with the same configuration. When a cluster is first created, the number and
type of nodes created become the default node pool. Other node pools can be added later
if needed.

When you deploy applications to Kubernetes clusters, you have to specify how many rep-
licas of an application should run. A replica is implemented as a pod running application
containers. Scaling an application is changing the number of replicas to meet the demand.

Kubernetes provides for autoscaling the number of replicas. When using autoscaling,
you specify a minimum and maximum number of replicas for your application along with
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a target that specifies a resource, like CPU utilization, and a threshold, such as 80 percent.
Since Kubernetes Engine 1.9, you can specify custom metrics in Cloud Metrics as a target.
One of the advantages of containerizing applications is that they can be run in Kubernetes
Engine, which can automatically scale the number of nodes or VMs in a cluster. It can also
scale how those cloud resources are allocated to different services and their deployments.

Scaling Storage Resources

Storage resources are virtualized in GCP, and some are fully managed services, so there are
parallels between scaling storage and compute resources.

The least scalable storage system is locally attached SSDs on VMs. Locally attached
storage is not considered a persistent storage option. Data will be retained during reboots
and live migrations, but it is lost when the VM is terminated or stopped. Local data is lost
from preemptible VMs when they are preempted.

Zonal and regional persistent disks and persistent SSDs can currently scale up to 64 TB
per VM instance. You should also consider read and write performance when scaling per-
sistent storage. Standard disks have a maximum sustained read IO operations per second
(IOPS) of 0.75 per gigabyte and write IOPS of 1.5 per gigabyte. Persistent SSDs have a
maximum sustained read and write IOPS of 30 per gigabyte. As a general rule, persistent
disks are well suited for large-volume batch processing when low-cost and high-storage
volume are important. When performance is a consideration, such as when running a data-
base on a VM, persistent SSDs are the better option.

Adding storage to a VM is a two-step process. You will need to allocate persistent storage
and then issue operating system commands to make the storage available to the filesystem.
The commands are operating system specific.

Managed services, such as Cloud Storage and BigQuery, ensure that storage is available
as needed. In the case of BigQuery, even if you do not scale storage directly, you may want
to consider partitioning data to improve query performance. Partitioning organizes data in
a way that allows the query processor to scan smaller amounts of data to answer a query.
For example, assume that Mountkirk Games is storing summary data about user sessions
in BigQuery. The data includes a date indicating the day that the session data was collected.
Analysts typically analyze data at the week and month levels. If the data is partitioned by
week or month, the query processor would scan only the partitions needed to answer the
query. Data that is outside the date range of the query would not have to be scanned. Since
BigQuery charges by the amount of data scanned, this can help reduce costs.

Network Design for Scalability

Connectivity between on-premises data centers and Google data centers doesn’t scale the
way storage and compute scales. You need to plan ahead for what is the upper limit of what
will be needed. You should plan for peak capacity, although you may only pay for band-
width used depending on your provider.
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Reliability

Reliability is a measure of the likelihood of a system being available and able to meet the
needs of the load on the system. When analyzing technical requirements, it is important to
look for reliability requirements. As with availability and scalability, these requirements may
be explicit or implicit.

Designing for reliability requires that you consider how to minimize the chance of system
failures. For example, we employ redundancy to mitigate the risk of a hardware failure leav-
ing a crucial component unavailable. We also use DevOps best practices to manage risks
with configuration changes and when managing infrastructure as code. These are the same
practices that we employ to ensure availability.

You also need to consider how to respond when systems do fail. Distributed applications
are complicated. A single application may depend on multiple microservices, each with a
number of dependencies on other services, which may be developed and managed by another
team within the organization or may be a third-party service.

Measuring Reliability

There are different ways to measure reliability, but some are more informative than others.
Total system uptime is one measure. This sounds simple and straightforward, but it is
not—at least when dealing with distributed systems. Specifically, what measure do you use

to determine whether a system is up? If at least one server is available, is a system up? If
there was a problem with an instance group in Compute Engine or the pods in a Kubernetes
deployment, you may be able to respond to some requests but not others. If your definition
of uptime is based on just having one or some percentage of desired VMs or pods running,
then this may not accurately reflect user experience regarding reliability.

Rather than focus on the implementation metrics, such as the number of instances avail-
able, reliability is better measured as a function of the work performed by the service.
The number of requests that are successfully responded to is a good basis for measuring
reliability. Successful request rate is the percentage of all application requests that are suc-
cessfully responded to. This measure has the advantage of being easy to calculate and of
providing a good indicator for the user experience.

Reliability Engineering

As an architect, you should consider ways to support reliability early in the design stage.
This should include the following;:

= Identifying how to monitor services. Will they require custom metrics?

»  Considering alerting conditions. How do you balance the need for early indication that
a problem may be emerging with the need to avoid overloading DevOps teams with
unactionable alerts?
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»  Using existing incident response procedures with the new system. Does this system
require any specialized procedures during an incident? For example, if this is the first
application to store confidential, personally identifying information, you may need to
add procedures to notify the information security team if an incident involves a failure
in access controls.

s Implementing a system for tracking outages and performing post-mortems to under-
stand why a disruption occurred.

Designing for reliability engineering requires an emphasis on organizational and
management issues. This is different than designing for high availability and scalability,
which is dominated by technical considerations. As an architect, it is important to remember
that your responsibilities include both technical and management aspects of system design.

Summary

Architects are constantly working with technical requirements. Sometimes these require-
ments are explicitly stated, such as when a line-of-business manager states that the system
will need to store 10 TB of data per day or that the data warehouse must support SQL. In
other cases, you must infer technical requirements from other statements. If a streaming
application must be able to accept late-arriving data, this implies the need to buffer data
when it arrives and to specify how long to wait for late data.

Some technical requirements are statements of constraints, such as requiring that a data-
base be implemented using MySQL 8.0. Other technical requirements require architects to
analyze multiple business needs to identify specific requirements. Many of these fall into the
categories of high availability, scalability, and reliability. Compute, storage, and networking
services should be designed to support the levels of availability, scalability, and reliability
that the business requires.

Exam Essentials

Understand the differences between availability, scalability, and reliability. High avail-
ability is the continuous operation of a system at sufficient capacity to meet the demands of
ongoing workloads. Availability is usually measured as a percentage of time that a system is
available. Scalability is the process of adding and removing infrastructure resources to meet
workload demands efficiently. Reliability is a measure of how likely it is that a system will be
available and capable of meeting the needs of the load on the system.

Understand how redundancy is used to improve availability. Compute, storage, and net-
work services all use redundancy combined with autohealing or other forms of autorepair
to improve availability. Clusters of identically configured VMs behind a load balancer is an
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example of using redundancy to improve availability. Making multiple copies of data is an
example of redundancy used to improve storage availability. Using multiple direct connec-
tions between a data center and Google Cloud is an example of redundancy in networking.

Know that managed services relieve users of many responsibilities for availability and scal-
ability. Managed services in GCP take care of most aspects of availability and scalability.
For example, Cloud Storage is highly available and scalable, but users of the service do not
have to do anything to enable these capabilities.

Understand how Compute Engine and Kubernetes Engine achieve high availability and
scalability. Compute Engine uses managed instance groups, which include instance tem-
plates and autoscalers, to achieve high availability and scale to meet application load. Kuber-
netes is a container orchestration service that provides higher-level abstractions for deploying
applications on containers. Pods scale as needed to meet demands of deployments, while
clusters can autoscale nodes to meet the demand for pods and associated resources.

Understand reliability engineering is about managing risk. Designing for reliability
requires you to consider how to minimize the chance of system failures. For example, archi-
tects employ redundancy to mitigate the risk of a hardware failure leaving a crucial com-
ponent unavailable. Rather than focus on the implementation metrics, such as number of
instances available, reliability is better measured as a function of the work performed by
the service. The number of requests that are successfully responded to is a good basis for
measuring reliability.
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Review Questions

1. You are advising a customer on how to improve the availability of a data storage solution.
Which of the following general strategies would you recommend?

A. Keeping redundant copies of the data
B. Lowering the network latency for disk writes
C. Using a NoSQL database
D. Using Cloud Spanner
2. A team of data scientists is analyzing archived data sets. Their statistical model building pro-
cedures run in batches. If the model building system is down for up to 30 minutes per day,

it does not adversely impact the data scientists’ work. What is the minimal percentage avail-
ability among the following options that would meet this requirement?

A. 99.99 percent
B. 99.90 percent
C. 99.00 percent
D. 99.999 percent

3.  Your development team has recently triggered three incidents that resulted in service disrup-
tions. In one case, an engineer mistyped a number in a configuration file and in the other
cases specified an incorrect disk configuration. What practices would you recommend to
reduce the risk of these types of errors?

A. Continuous integration/continuous deployment
B. Code reviews of configuration files
C. Vulnerability scanning
D. Improved access controls
4. Your company is running multiple VM instances that have not had any downtime in the past
several weeks. Recently, several of the physical servers suffered disk failures. The applications

running on the servers did not have any apparent service disruptions. What feature of Com-
pute Engine enabled that?

A. Preemptible VMs
B. Live migration
C. Canary deployments
D. Redundant array of inexpensive disks
5.  You have deployed an application on a managed instance group. Occasionally the applica-

tion experiences an intermittent malfunction and then resumes normal operation. Which of
these is a reasonable explanation for what is happening?

A. The application shuts down when the instance group time-to-live (TTL) threshold is
reached.

B. The application shuts down when the health check fails.
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C. The VM shuts down when the instance group TTL threshold is reached and a new VM
is started.

D. The VM shuts down when the health check fails and a new VM is started.

An online gaming company is growing its user base in North America, Europe, and Asia.
Executives are concerned that players in Europe and Asia will have a degraded experience if
the game backend runs only in North America. What would you suggest to improve latency
and game experience for users in Europe and Asia?

A. Use Cloud Spanner to have a globally consistent, horizontally scalable relational data-
base.

B. Create instance groups running the game backend in multiple regions across North
America, Europe, and Asia. Use global load balancing to distribute the workload.

C. Use Standard Tier networking to ensure that data sent between regions is routed over
the public internet.

D. Use a Cloud Memorystore cache in front of the database to reduce database read
latency.

What configuration changes are required to ensure high availability when using Cloud

Storage or Cloud Filestore?

A. A sufficiently long TTL must be set.

B. A health check must be specified.

C. Both a TTL and health check must be specified.

D. Nothing. Both are managed services. GCP manages high availability.

The finance director at your company is frustrated with the poor availability of an on-

premises finance data warehouse. The data warehouse uses a commercial relational data-

base that only scales by buying larger and larger servers. The director asks for your advice

about moving the data warehouse to the cloud and if the company can continue to use SQL

to query the data warehouse. What GCP service would you recommend to replace the on-
premises data warehouse?

A. Bigtable

B. BigQuery

C. Cloud Datastore

D. Cloud Storage

TerramEarth has determined that it wants to use Cloud Bigtable to store equipment telemetry
received from vehicles in the field. It has also concluded that it wants two clusters in differ-

ent regions. Both clusters should be able to respond to read and write requests. What kind of
replication should be used?

A. Primary-hot primary

B. Primary-warm primary
C. Primary—primary
D

Primary read—primary write



70

10.

1.

12.

13.

14.

Chapter 3 = Designing Solutions to Meet Technical Requirements

Your company is implementing a hybrid cloud computing model. Line-of-business owners
are concerned that data stored in the cloud may not be available to on-premises applications.
The current network connection is using a maximum of 40 percent of bandwidth. What
would you suggest to mitigate the risk of that kind of service failure?

A. Configure firewall rules to improve availability.

B. Use redundant network connections between the on-premises data center and Google
Cloud.

C. Increase the number of VMs allowed in Compute Engine instance groups.
D. Increase the bandwidth of the network connection between the data center and Google
Cloud.

A team of architects in your company is defining standards to improve availability. In
addition to recommending redundancy and code reviews for configuration changes, what
would you recommend including in the standards?

A. Use of access controls

B. Use of managed services for all compute requirements

C. Use of Cloud Monitoring to alert on changes in application performance

D. Use of Bigtable to collect performance monitoring data

Why would you want to run long-running, compute-intensive backend computation in a dif-
ferent managed instance group than on web servers supporting a minimal user interface?

A. Managed instance groups can run only a single application.

B. Managed instance groups are optimized for either compute or HTTP connectivity.

C. Compute-intensive applications have different scaling characteristics from those of light-
weight user interface applications.

D. There is no reason to run the applications in different managed instance groups.
An instance group is adding more VMs than necessary and then shutting them down. This

pattern is happening repeatedly. What would you do to try to stabilize the addition and
removal of VMs?

A. Increase the maximum number of VMs in the instance group.

B. Decrease the minimum number of VMs in the instance group.

C. Increase the time autoscalers consider when making decisions.

D. Decrease the cooldown period.

A clothing retailer has just developed a new feature for its customer-facing web application.
Customers can upload images of their clothes, create montages from those images, and share
them on social networking sites. Images are temporarily saved to locally attached drives

as the customer works on the montage. When the montage is complete, the final version is
copied to a Cloud Storage bucket. The services implementing this feature run in a managed
instance group. Several users have noted that their final montages are not available even

though they saved them in the application. No other problems have been reported with the
service. What might be causing this problem?

A. The Cloud Storage bucket is out of storage.

B. The locally attached drive does not have a filesystem.
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C. The users experiencing the problem were using a VM that was shut down by an auto-
scaler, and a cleanup script did not run to copy the latest version of the montage to
Cloud Storage.

D. The network connectivity between the VMs and Cloud Storage has failed.
Your development team has implemented a new application using a microservices
architecture. You would like to minimize DevOps overhead by deploying the services in a

way that will autoscale. You would also like to run each microservice in containers. What is a
good option for implementing these requirements in Google Cloud Platform?

A. Run the containers in Cloud Functions.

B. Run the containers in Kubernetes Engine.

C. Run the containers in Cloud Dataproc.

D. Run the containers in Cloud Dataflow.

TerramEarth is considering building an analytics database and making it available to equip-

ment designers. The designers require the ability to query the data with SQL. The analytics
database manager wants to minimize the cost of the service. What would you recommend?

A. Use BigQuery as the analytics database, and partition the data to minimize the amount
of data scanned to answer queries.

B. Use Bigtable as the analytics database, and partition the data to minimize the amount of
data scanned to answer queries.

C. Use BigQuery as the analytics database, and use data federation to minimize the amount
of data scanned to answer queries.

D. Use Bigtable as the analytics database, and use data federation to minimize the amount
of data scanned to answer queries.

Line-of-business owners have decided to move several applications to the cloud. They believe
the cloud will be more reliable, but they want to collect data to test their hypothesis. What is
a common measure of reliability that they can use?

A. Mean time to recovery
B. Mean time between failures
C. Mean time between deployments

D. Mean time between errors

A group of business executives and software engineers are discussing the level of risk that

is acceptable for a new application. Business executives want to minimize the risk that the
service is not available. Software engineers note that the more developer time dedicated to
reducing risk of disruption, the less time they have to implement new features. How can you
formalize the group’s tolerance for risk of disruption?

A. Request success rate
B. Uptime of service
C. Latency

D. Throughput
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19. Your DevOps team recently determined that it needed to increase the size of persistent disks
used by VMs running a business-critical application. When scaling up the size of available
persistent storage for a VM, what other step may be required?

A. Adjusting the filesystem size in the operating system
B. Backing up the persistent disk before changing its size

C. Changing the access controls on files on the disk

o

Updating disk metadata, including labels
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Google Cloud Platform offers several kinds of compute
resources that provide varying levels of controls, features, and
, management support. In this chapter, we will discuss the
foundations of designing compute systems. This begins with understanding several
compute services:

=  Compute Engine
=  App Engine

»  Cloud Functions

*  Cloud Run
= Kubernetes Engine
= Anthos

Each of these six services serves different use cases, although there are use cases that
would benefit from using two or more of these services. Knowing how to choose among
these is an important skill for architects to develop.

Compute resources require varying levels of provisioning, depending on the compute
service. We will discuss using standard, sole-tenant, preemptible, shielded, and confiden-
tial virtual machines as well as bare-metal machines in Compute Engine, understanding the
difference between App Engine Standard and App Engine Flexible, designing Kubernetes
clusters, deploying Anthos for application management, and using Cloud Functions. Net-
work configuration and infrastructure provisioning using an infrastructure-as-code (IaC)
approach is also described.

This chapter also describes data pipeline and workflow orchestration services
including Cloud Dataflow, Cloud Dataproc, Cloud Workflows, Cloud Data Fusion, and
Cloud Composer.

We will also discuss several common design issues, including managing state in distrib-
uted systems, designing data flows and pipelines, data integrity, and monitoring and logging.

Compute Services and Use Cases

One of the primary drivers for using public clouds such as the Google Cloud Platform is the
ability to access compute resources. Consider these use cases:

= Early public clouds provided access to basic virtual machines, but cloud providers have
expanded the type of compute services offered. Google Cloud Platform offers platform-
as-a-service (PaaS) with App Engine.
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= The ability to run small functions in response to events without setting up and managing
servers for those functions is especially useful in distributed cloud applications. This
capability is available with Cloud Functions.

=  Containers are an efficient way to deploy distributed systems based on microservices,
but managing a large number of containers quickly becomes a challenge. Google created
its own container orchestration system and then released it into open source as Kuber-
netes. Google Cloud Platform now offers a fully managed Kubernetes service called
Kubernetes Engine (known as GKE).

»  Cloud users are increasingly adopting multicloud strategies. Google Cloud has intro-
duced Anthos as an application management-level service for managing policies and
workloads across multiple Kubernetes clusters running in GCP, on premises, and in
other public clouds.

» Al and machine learning enable new kinds of services but require significant amounts
of data to be stored, preprocessed, and used with machine learning algorithms. Several
Google Cloud services are available to build scalable, performant data pipelines.

For the Google Cloud Professional Architect exam, it is important to know the features
and use cases for each of these compute services. Expect to see questions that ask you to
choose the correct compute option for particular scenarios.

Compute Engine

Compute Engine is Google’s infrastructure-as-a-service (laaS) offering. It is also the building
block for other services that run on top of this compute resource. The core functionality
provided by Compute Engine is virtual machines. Running virtual machines (VMs) in
Google Cloud Platform is also known as an instance.

Specifying a Virtual Machine

When creating a VM, you will need to specify several types of information such as machine
type, availability status, and enhanced security controls.

Machine Types and Service Accounts

Instances are provisioned by specifying machine types, which are differentiated by the
number of CPUs and the amount of memory allocated to the instance. Machines are grouped
into machine families, including general-purpose, compute-optimized, memory-optimized,
and GPU. Within the general-purpose family, you may choose among several machine types:
shared-core, standard, high memory, and high CPU. Currently, compute-optimized machine
type supports a standard machine type. Memory-optimized instances have mega memory
and ultra-memory machine types. The GPU family is characterized primarily by the type

and number of GPUs. Users can also specify customized machine types by specifying vCPUs,
memory, CPU platform, number of GPUs, and GPU platform. The options available for
machine types may vary depending on the region the virtual machine is deployed to.
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When creating an instance, you also specify a boot image. You can choose from a set of
predefined boot images, or you can create your own based on one of the predefined boot
images. When specifying a boot image, you can also specify standard persistent disk, bal-
anced persistent disk, SSD persistent disk, or extreme persistent disk as well as the size of
the disk. The type of disk should be decided based on the workload you will be running
on the VM.

»  Standard persistent disks are efficient and reliable block storage used for large data
processing workloads that use sequential I/Os.

»  Balanced disks are cost-effective and reliable block storage. SSD persistent disks are fast
and reliable and balance cost and performance. These devices have the same maximum
IOPS as SSD persistent disks but lower IOPS per GB. These are often used with general-
purpose applications loads.

= SSD persistent disks provide low latency and high IOPS typically used in applications
that require single-digit millisecond latencies, such as databases.

»  Extreme persistent disks provide high performance for workloads that have both
sequential and random access patterns. IOPS are user configurable. These devices are
used for high-performance applications such as SAP HANA.

In addition to specifying a boot image, you also have the option of deploying a container.
When deploying a container, you can specify a restart policy (Always, Never, On Failure)
and if the container should run as privileged. Containers are not allowed to access system
devices, such as disks or network interfaces. When a container is run as privileged, the con-
tainer has equivalent permissions to running as root on the host.

Data is encrypted automatically. You can choose to use Google managed keys, or you
can manage keys yourself and store them in the cloud by using the Google Cloud Key
Management Service. If you prefer to manage and store keys outside of GCP, you can use
customer-supplied keys.

A VM also has a service account associated with it. A service account is a type of identity.
Service accounts have permissions bound to them. The service account enables VMs to per-
form actions that would otherwise require a user to execute a task. For example, if a service
account has permission to write to a Cloud Storage bucket, a process on the VM can write
to that bucket using the service account.

Sole-Tenant VMs

If you need to ensure that your VMs run only on physical servers with other VMs from the
same project, you can select sole tenancy when provisioning instances. When specifying a
sole-tenant VM, you will specify node affinity labels. Node affinity labels are used to group
nodes and schedule VMs on specific nodes.

By using sole-tenant nodes you can deploy multiple VMs on a machine while ensuring
that only VMs from the same project are provisioned on that physical machine. Sole-tenant
nodes are especially useful when using bring your own license (BYOL) that are based on
per-core or per-processor licenses pricing.
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You may also enable CPU overcommit on sole-tenant nodes. This allows you to share
spare CPU cycles across instances and is especially useful when a workload typically under-
utilizes CPU and can tolerate some performance fluctuations. When you overcommit CPU
resources, you specify the minimum number of CPUs that are allocated to a VM. The
overcommit value represents the minimum number of CPU threads guaranteed to be avail-
able for a VM.

Preemptible Virtual Machines and Spot VMs

VMs can be standard or preemptible. Standard VMs continue to run until you shut them
down or there is a failure in the VM. If a standard VM fails, it will be migrated to another
physical server by default. Preemptible virtual machines are available at 60 percent to 91
percent discounts off the cost of standard VMs; preemptible VMs may not always be avail-
able depending on the demand for compute resources. A preemptible VM will run up to 24
hours before it is shut down by GCP. It can be shut down at any time before then as well.
When a preemptible VM is shut down, processes on the instance will have 30 seconds to
shut down gracefully. Preemptible VMs cannot live migrate to a standard VM or automat-
ically restart in the case of a maintenance event. Preemptible VMs are not covered by the
Compute Engine SLA.

Spot VMs are a newer version of preemptible VMs. Both have a similar pricing model,
but Spot VMs are not automatically shut down after 24 hours. At the time of writing, Spot
VMs are in Pre-GA and may have limited support and are not covered by the Compute
Engine SLA.

Shielded VMs

Shielded VMs are instances with enhanced security controls, including the following:
= Secure boot

= VvIPM

= Integrity monitoring

Secure boot runs only software that is verified by digital signatures of all boot compo-
nents using UEFI firmware features. If some software cannot be authenticated, the boot pro-
cess fails. Software is authenticated by verifying the digital signature of boot components are
in a secure store of approved keys.

Virtual Trusted Platform Module (vTPM) is a virtual module for storing keys and other
secrets. VIPM enables Measured Boot, which takes measurements to create a known good
boot baseline, which is known as the integrity policy baseline. That baseline is used for com-
parisons with subsequent boots to detect any differences.

Integrity monitoring compares the boot measurements with a trusted baseline and returns
true if the results match and false otherwise. Logs are created for several types of events,
including clearing the secrets store, early boot sequence integrity checks, late boot sequence
integrity checks, updates to the baseline policy, and enabling/disabling Shielded VM options.
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Confidential VMs

Confidential VMs encrypt data in use. This complements encryption of data in transit and at
rest. Confidential VMs run on hosts that are based on AMD EPYC™ processors, which pro-
vide Secure Encrypted Virtualization that encrypts all memory. All Confidential VMs have
their own encryption key. You can create a Confidential VM by enabling the feature when
creating a VM.

Recommender

Google provides a recommender service to help optimize the use of cloud resources. Com-
pute Engine is one of the GCP products with recommenders, which are machine learning
models that provide insights into how you can save on your cloud expenses, improve
security, or otherwise optimize your cloud resources. Recommenders use data about your
provisioned infrastructure to generate recommendations.

Recommenders include a committed use discount recommender, idle custom image
recommender, idle IP address recommender, idle persistent disk recommender, and idle VM
recommender.

Instance Groups

Instance groups are clusters of VMs that are managed as a single unit. GCP supports two
kinds of instance groups: managed and unmanaged. Managed instance groups (MIGs)
contain identically configured instances. The configuration is specified in an instance tem-
plate. Unmanaged instance groups are groups of VMs that may not be identical. They are
not provisioned using an instance template. They are used only to support preexisting cluster
configurations for load balancing tasks. Unmanaged instance groups are not recommended
for new configurations.

An instance template defines a machine type, disk image or container image, network
settings, and other properties of a VM. The instance template can be used to create a single
instance or a managed group of instances. Instance templates are global resources, so they
can be used in any region. If you specify zonal resources in a template, however, they will
have to be changed before using the template in another zone.

MIGs provide several advantages, including the following:

=  Maintaining a minimal number of instances in the MIG. If an instance fails, it is auto-
matically replaced.

= Autohealing using application health checks. If the application is not responding as
expected, the instance is restarted.

» Distribution of instances across a zone. This provides resiliency in case of zonal failures.
»  Load balancing across instances in the group.
»  Autoscaling to add or remove instances based on workload.

»  Auto-updates, including rolling updates and canary updates.
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»  Rolling updates will update a minimal number of instances at a time until all instances
are updated.

»  Canary updates allow you to run two versions of instance templates to test the newer
version before deploying it across the group.

MIGs should be used when availability and scalability are required for VMs. This is
usually the case in production systems. MIGs may be deployed as zonal MIGs, which have
instances in a single zone, or as regional MIGs, which have instances in multiple zones
within a single region.

Managed instance groups may be used for stateless or stateful workloads. Stateless work-
loads do not maintain state which is the case for website front ends and many bulk file
processing applications, such as processing uploaded files from a queue. Stateful applications
maintain state information.

Examples include databases and long-running batch computations. Stateful MIGs pre-
serve each instance’s state, including instance name, persistent disks, and metadata when the
instance is restarted, re-created, autohealed, or otherwise updated.

Compute Engine Use Cases

Compute Engine provides flexible and customizable compute resources. Compute Engine
is a good choice for a compute service when you need control over all aspects of a VM,
including specifying the operating system, selecting enhanced security controls, and config-
uring attached storage.

Compute Engine instances can also be created using a container as a base image. In this
case, Compute Engine will use a container-optimized operating system. Kubernetes Engine
uses Compute Engine instance groups to implement Kubernetes clusters. If you prefer to take
advantage of advanced container-orchestration features, you should use Kubernetes Engine.
Cloud Run is a managed service for running stateless containerized applications. App Engine
Flexible supports running custom containers in a platform-as-a-service. Kubernetes Engine,
Cloud Run, and App Engine are described in detail later in this chapter.

You can manage all aspects of a VM when deploying Compute Engine instances by log-
ging into instances as root or administrator. From there, you can install additional software,
change access controls, and set up users and groups, among other things. In general, it is a
good practice to use scripts or automation to improve reproducibility and reduce the chance
of errors when manually making changes.

Compute Engine is also a good option when running stateful applications, like databases.
You can configure persistent storage tailored to your needs. If you need to support high
IOPS, then you can configure instances with SSD persistent disks or extreme persistent disks.
If you are deploying a cluster to run batch jobs that are not time sensitive, you could save on
costs by using balanced persistent disks.

If you need a highly secured environment, then Shielded VMs and sole tenancy can be
enabled in Compute Engine instances. Sole tenancy is used when you want to run only VMs
from the same project on a server and is useful when using BYOL licensing that is based on
a per-core or per-processor pricing model.
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App Engine

App Engine is a serverless PaaS compute offering. With App Engine, users do not have to
configure servers since it is a fully managed service. They provide application code that is run
in the App Engine environment. There are two forms of App Engine: App Engine Standard
and App Engine Flexible.

App Engine Standard

App Engine Standard is a Paa$S product that allows developers to run their applications in a
serverless environment. There are restrictions, however, on the languages that can be used to
develop those applications. Currently, App Engine Standard provides the following language-
specific runtime environments:

= Go

= Java

= PHP

=  Node.js
= Python
= Ruby

Each instance of an application running in App Engine Standard has an instance class
that is determined by the CPU speed and the amount of memory. The memory in an instance
varies by runtime generation, known as first-generation and second-generation.

Second-generation runtimes are used with Python 3, Java 11, Node.js, PHP 7, Ruby, and
Go 1.12+. The default instance class for second-generation runtimes is the F1 with 256 MB
memory limit and 600 MHz CPU limit. You can change the instance_class setting in
app.yaml to use a different instance class. The largest second-generation instance class
provides 2048 MB of memory and 4.8GHz CPU.

First-generation App Engine Standard supports Python 2.7, Java 8, and PHP 5.5. These
language versions are no longer supported by open source communities, but Google
Cloud continues to support them as legacy runtimes because some App Engine customers
require them.

App Engine-supported languages and features may change. See the
A JTE Google Cloud App Engine documentation for the most up-to-date list of
supported languages and environments along with instance classes.

App Engine Flexible

App Engine Flexible allows developers to customize their runtime environments by using
Dockerfiles. By default, the App Engine Flexible environment supports the following:

= Go

= Java 8
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= NET

=  Node.js

= PHP 5/7

»  Python 2.7 and Python 3.6
= Ruby

Custom Runtimes

App Engine Flexible instances are based on Compute Engine VMs so you can use SSH for
debugging and deploy custom Docker containers. With App Engine Flexible you can specify
CPU and memory configurations. These instances provide additional features to what is
provided by Compute Engine, including the following:

»  Health checks and autohealing

»  Automatic updates to the operating system

»  Automatically colocate a project’s VM instances for performance
= Weekly maintenance operations including restarts and updates

= Ability to use root access

App Engine Use Cases

App Engine Standard is a good option when you have an application that is written in one
of the supported languages and needs to scale rapidly up or down, depending on traffic. In-
stance startup time is on the order of seconds. On the other hand, App Engine Flexible is
a good choice when applications are run within a Docker container. App Engine Flexible
scales, but startup time of instances is on the order of minutes, not seconds. It is also a good
choice when your application uses microservices, when it depends on custom code, or when
libraries are not available in App Engine Standard.

The following are the key differences between running containers in App Engine Flexible
and running them in Compute Engine:

»  App Engine Flexible containers are restarted once per week.

» By default, SSH access is disabled in an App Engine Flexible container, but you can
enable it. SSH access is enabled by default in Compute Engine.

= Images in App Engine Flexible are built using the Cloud Build service. Images run in
Compute Engine may use the Cloud Build service, but it is not necessary.

»  The geographic location of App Engine Flexible instances is determined by project set-
tings, and all App Engine Flexible instances are colocated for performance.

App Engine resources are regional, and GCP deploys resources redundantly across all
zones in a region.

App Engine includes the App Engine Cron Service, which allows developers to schedule
tasks to run at regular times or intervals.
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In general, applications running in App Engine should be stateless. If state does need to be
maintained, store it outside instances in a cache or database.

App Engine provides Task Queues to support operations that need to run asynchronously
or in the background. Task Queues can use either a push or pull model. Task Queues are
well suited for distributing tasks. If you need a publish/subscribe-type messaging service,
then Cloud Pub/Sub is a good option.

App Engine Flexible provides some support for deploying applications with containers,
but for full container orchestration services, consider using Kubernetes Engine.

Cloud Functions

Cloud Functions is a serverless compute service well suited for event processing. The service
is designed to respond to and execute code in response to events within the Google Cloud
Platform. For example, if an image file is uploaded to Cloud Storage, a Cloud Function can
execute a piece of code to transform the image or record metadata in a database. Similarly, if
a message is written to a Cloud Pub/Sub topic, a Cloud Function may be used to operate on
the message or invoke an additional process.

Cloud Functions supports several runtimes, including Node.js, Python 3, Go, Java 11,
.NET Core, Ruby, and PHP.

Incoming requests to a cloud function are assigned to an instance of a Cloud Function.
An existing instance may be used if available or a new instance may be created. Each in-
stance operates on one request at a time. You can, however, specify a maximum limit on the
number of instances that exist at one time.

Events, Triggers, and Functions

Cloud Functions uses three components: events, triggers, and functions. An event is an action
that occurs in the GCP. Cloud Functions does not work with all possible events in the cloud
platform; instead, it is designed to respond to several kinds of events:

= Cloud Storage
= Cloud Pub/Sub
=  HTTP
»  Cloud Firestore
= Firebase
» Cloud Logging
For each kind of event, there are different actions to which a Cloud Function can respond.

»  Cloud Storage has upload, delete, and archive events.

Cloud Pub/Sub recognizes message publishing events.
»  HTTP events have five actions: GET, POST, PUT, DELETE, and OPTIONS.
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»  Cloud Firestore supports events on document create, update, delete, and write
operations.

»  Firebase is a mobile application development platform that supports database triggers,
remote configuration triggers, and authentication triggers.

»  When a message is written to Cloud Logging, you can have it forwarded to Cloud
Pub/Sub, and from there you can trigger a call to a cloud function.

A trigger in Cloud Functions is a specification of how to respond to an event. Triggers
have associated functions.

HTTP functions are guaranteed to execute at most once while other event types are guar-
anteed to execute at least once. A Cloud Function should be idempotent; that is, it should
return the same result given the same set of input parameters no matter how many times it
is executed.

Cloud Functions Use Cases

A Cloud Function is used for event-driven processing. The code is run in response to a trig-
gering event, like a file being updated in Cloud Storage or a message written to a Cloud Pub/
Sub topic. Here are some specific use cases that demonstrate the range of uses for Cloud
Functions:

»  When an image is uploaded to a particular Cloud Storage bucket, a function verifies the
image file type and converts to the preferred file type if needed.

»  When a new version of code is uploaded to a code repository, trigger on a webhook and
execute a function that sends a message to other developers who are watching changes
to the code.

= When a user of a mobile app initiates a long-running operation, write a message to a
Cloud Pub/Sub queue and trigger a function to send a message to the user informing
them that the operation will take several minutes.

»  When a background process completes, write a message to a Cloud Pub/Sub queue and
trigger the execution of a function that sends a message to the initiator of the process
notifying them that the operation finished.

»  When a database administrator authenticates to a Firebase database, trigger the execu-
tion of a function that writes a message to an audit log and sends a message to all other
administrators informing them someone has logged in as an administrator.

Notice that each example begins with the word When. This is because a Cloud Function
is executed in response to things that happen somewhere in GCP. Cloud Functions
complement the App Engine Cron Service, which is provided to execute code at regular
intervals or at specific times. With these two services, developers can create code that exe-
cutes as needed without human intervention. Both services also relieve developers of writing
a service that would run continually and check if an event occurred and, if it did, then exe-
cute some action.
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Cloud Run

Cloud Run is a Google Cloud service for running stateless containers. Cloud Run is available
as a managed service or within Anthos. When using the managed service, you pay per use
and can have up to 1,000 container instances by default. You can allow unauthorized access
to services running in Cloud Run, or you can use an Identity-Aware Proxy (IAP) to limit
access to authorized clients.

Unlike App Engine Standard, Cloud Run does not restrict you to using a fixed set of
programming languages. Cloud Run services have regional availability. Cloud Run is
easily integrated with Cloud Code for version control and Cloud Build for continuous
deployments.

A service is the main abstraction of computing in Cloud Run. A service is located in a
region and replicated across multiple zones. A service may have multiple revisions. A revision
is a deployment of a service and consists of a specific container image and a configuration.
Cloud Run will autoscale the number of instances based on load.

Each container instance can process up to 80 concurrent requests by default, but this
can be increased up to 1,000. This is different from Cloud Functions, which serves only one
request at a time.

If you deploy an image that is not designed to handle multiple requests or a single
request can consume most CPU and memory, then you can reduce the concurrency to 1.
Also, if you want to avoid cold starts, you can configure a minimum number of instances of
1 to ensure your service is always available to receive a request without waiting to start up
an instance.

To improve the security of services, use Google managed base images that are regularly
updated. Also enable the Container Registry image vulnerability scanner to perform security
scans on your images in Container Registry.

Kubernetes Engine

Google Kubernetes Engine (GKE) is a managed service providing Kubernetes cluster
management and Kubernetes container orchestration. Kubernetes Engine allocates cluster
resources, determines where to run containers, performs health checks, and manages VM
lifecycles using Compute Engine instance groups. Note, Kubernetes is often abbreviated K8s.

Kubernetes and Kubernetes Engine are increasingly important for architects to under-
stand. Kubernetes provides highly scalable and reliable execution of containers, which are
often more efficient to run than virtual machines. Kubernetes has a growing ecosystem of
related services and tools such as Helm, for managing Kubernetes applications, and Flux,
for supporting continuous deployment and delivery using source version control, commonly
called GitOps. Also, it is common to use Istio to secure individual clusters or enable services
in multiple clusters to securely work with each other.

Kubernetes uses declarative configuration to define the desired state of a cluster, service,
or other entity. Kubernetes uses automation to monitor the state of entities and return them
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to the desired state when they drift from that desired state. Key services provided by Kuber-
netes include the following:

= Service discovery

*  Load balancing

= Storage allocation

»  Automated rollouts and rollbacks

=  Placement of containers to optimize use of resources
»  Automated detection and correction with self-healing
»  Configuration management

= Secrets management

Kubernetes is open source so it can be run in Google Cloud, on-premises, and in other
clouds. This has created the need for services to support the deployment of multiple Kuber-
netes clusters over multiple cloud or on-premises infrastructures. Anthos is another Google
Cloud service designed for orchestrating applications and workload across multiple clusters.
Anthos is described in more detail in the following sections.

Kubernetes Cluster Architecture

You can think of Kubernetes from an infrastructure perspective, that is, in terms of the VMs
in the cluster, or from a workload and Kubernetes abstraction perspective, such as in terms
of how applications function within the cluster.

Kubernetes Clusters from an Infrastructure Perspective
A Kubernetes cluster has two types of instances: cluster masters and nodes. (See Figure 4.1.)

»  The cluster master runs four core services that are part of the control plane: controller
manager, API server, scheduler, and etcd. The controller manager runs services that man-
age Kubernetes abstract components, such as deployments and replica sets. Applications
interacting with the Kubernetes cluster make calls to the master using the API server.
The API server also handles intercluster interactions. The scheduler is responsible for
determining where to run pods, which are low-level compute abstractions that support
containers. efcd is a distributed key-value store used to store state information across
a cluster.

= Nodes are instances that execute workloads. They communicate with the cluster master
through an agent called kubelet. Kube-proxy is a network proxy that runs on each node
and is responsible for maintaining and implementing rules for network communication
with network sessions inside and outside the cluster.

The container runtime is the software that enables containers to run. Supported container
runtimes include Docker, containerd, CRI-O, and any other container runtime that imple-
ments the Kubernetes Container Runtime Interface (CRI). Note, Docker has been deprecated
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as a supported container runtime by Kubernetes in favor of container runtimes that imple-
ment the CRI.

FIGURE 4.1 Kubernetes clusters have a set of worker nodes that are managed by a
control plane.
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Kubernetes Clusters from a Workload and Kubernetes Abstraction Perspective

Kubernetes introduces abstractions that facilitate the management of containers, applica-
tions, and storage services. Some of the most important are the following:

= Pods

= Services

= ReplicaSets

= Deployments

»  PersistentVolumes
»  StatefulSets

= Ingress

= Node pools

Pods are the smallest computation unit managed by Kubernetes. Pods contain one or
more containers. Often pods have just one container, but if the functionality provided by two
containers is tightly coupled, then they may be deployed in the same container. A common
example is the use of proxies, such as an Envoy proxy, which can provide support services
such as authentication, monitoring, and logging. Multiple containers should be in the same
pod only if they are functionally related and have similar scaling and lifecycle characteristics.
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Pods are deployed to nodes by the scheduler. They are usually deployed in groups or
replicas. This provides for high availability, which is especially needed with pods. Pods are
ephemeral and may be terminated if they are not functioning properly.

One of the advantages of Kubernetes is that it monitors the health of pods and replaces
them if they are not functioning properly. Since multiple replicas of pods are run, pods
can be destroyed without completely disrupting a service. Pods also support scalability. As
load increases or decreases, the number of pods deployed for an application can increase
or decrease.

Since pods are ephemeral, other services that depend on them need a way to discover
them when needed. Kubernetes uses the service abstraction for this. A service is an abstrac-
tion with a stable API endpoint and stable IP address that is used to expose an application
running on a set of pods. A service keeps track of its associated pods so that it can always
route calls to a functioning pod.

A ReplicaSet is a controller that manages the number of pods running for a deployment.
Deployments are a type of controller consisting of pods running the same version of an
application. Each pod in a deployment is created using the same template, which defines how
to run a pod. The definition is called a pod specification.

Kubernetes deployments are configured with a desired number of pods. If the actual
number of pods varies from the desired state, for example, if a pod is terminated for being
unhealthy, then the ReplicaSet will add or remove pods until the desired state is reached.

Pods may need access to persistent storage, but since pods are ephemeral, it is a good idea
to decouple pods that are responsible for computation from persistent storage, which should
continue to exist even after a pod terminates. Persistent Volumes is Kubernetes” way of rep-
resenting storage allocated or provisioned for use by a pod. Pods acquire access to persistent
volumes by creating a Persistent VolumeClaim, which is a logical way to link a pod to persis-
tent storage.

Pods as described so far work well for stateless applications, but when state is managed
in an application, pods are not functionally interchangeable. Kubernetes uses the StatefulSet
abstraction, which is like a deployment. StatefulSets are used to designate pods as stateful
and assign a unique identifier to them. Kubernetes uses these to track which clients are using
which pods and to keep them paired.

An Ingress is an object that controls external access to services running in a Kubernetes
cluster. An Ingress Controller must be running in a cluster for an Ingress to function.

Node pools are sets of nodes in a cluster with the same configuration and a common node
label. (See Figure 4.2.) Kubernetes creates a default node pool when a cluster is created, and
you can create additional custom node pools. Node pools can be created with nodes con-
figured for particular workloads. The configuration of a pod determines which node pool
it runs in. Pod configuration can contain a nodeSelector that specifies a node label. A node
with the same node label specified in a pod configuration will be selected to run that pod.
When node labels are used, pods will only be run on nodes with a matching node label.
Kubernetes also supports the concept of node affinity, which tries to schedule a pod on a
node that meets the specified constraints but will run it on another node if needed.
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FIGURE 4.2 Pods are deployed on nodes, which may be grouped into multiple node
pools within a cluster.

Kubernetes Cluster

Node Node
Control Plane

kubelet kubelet

[ kube-apiserver ‘ e kube-proxy

) container .
‘ eted ‘ \] runtime |/ runtime J

i

N Yy
kube-scheduler ( ||
\ Node Node

{ kube-controller- 1 Kubeet Kubelet
manager .
kube-proxy kube-proxy
‘ container container
\ runtime | . runtime J
\_ ./ N =

Kubernetes Engine Types of Clusters

Kubernetes Engine clusters can be configured to varying levels of management and
availability depending on needs.

There are two modes of operation in Kubernetes Engine: standard and autopilot. In stan-
dard mode you have the most flexibility and control over the configuration of the cluster,
including the infrastructure. This is a good option when you would like control over whether
you use zonal or regional clusters, use routes-based networking, and select the version of
Kubernetes you run. When running in standard mode, you pay per node provisioned.

In standard mode, you can choose between zonal and regional clusters. Zonal clusters
have a single control plane in a single zone. A single-zone cluster has nodes running in the
same zone as the control plane. A multizonal cluster has a single control plane running a
zone but has nodes running in multiple zones. This has the advantage that workloads can
run in a zone if there is an outage in the other zones. A regional cluster has multiple replicas
of the control plane running in multiple zones of a single region. Node pools are replicated
across three zones in regional clusters by default, but you can change that configuration dur-
ing cluster setup.

In autopilot mode, GKE provides a preconfigured provisioned and managed cluster. Auto-
pilot mode clusters are always regional and use VPC-native network routing. With autopilot
mode you will not have to manage compute capacity or manage the health of pods. Nodes
and node pools are managed by GKE. When using autopilot, you pay only for CPU, memory,
and storage that pods use while running.
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GKE also provides the option of creating private clusters, in which nodes have only
internal IP addresses. This isolates nodes in the cluster from the internet by default.

Kubernetes Networking

Kubernetes uses a declarative model to specify network rules in Kubernetes. Networking in
Kubernetes is associated with pods, services, and external clients as well as with nodes. Three
kinds of IP addresses are supported in Kubernetes.

= ClusterIP, which is an IP address assigned and fixed to a service
= Pod IP, which is an ephemeral IP address assigned to a pod
= Node IP, which is an IP address assigned to a node in a cluster

Node IPs are assigned from the cluster’s virtual private cloud (VPC) network and pro-
vide connectivity to kubelet and kube-proxy. Pod IP addresses are assigned from a pool of
addresses shared across the cluster. ClusterIP addresses are assigned by the VPC.

FIGURE 4.3 Kubernetes uses multiple types of IP addresses for different purposes.
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Service Networking

By default, pods do not expose external IP addresses and instead rely on kube-proxy to
manage traffic on the node. Pods and containers within a cluster can communicate using IP
addresses and with services using ClusterIP addresses.

Network access to a service depends on how the service is defined. When creating a ser-
vice, we can specify a ServiceType. The default ServiceType is ClusterIP, which exposes a ser-
vice on the internal IP network and makes the service reachable only from within the cluster.

A NodePort ServiceType exposes the service on a node’s IP address at a static port speci-
fied as NodePort in the configuration. External clients can reach the service by specifying the
node IP address and the NodePort.

A LoadBalancer service exposes a service outside the cluster using a cloud provider load
balancer. When a LoadBalancer service type is used, a NodePort and ClusterIP service are
created automatically, and the load balancer routes traffic to them.
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You can also create a service with an ExternalName ServiceType, which uses DNS names
to make a service reachable.

Load Balancing in Kubernetes Engine

Load balancers distribute traffic and control access to a cluster. Services in Kubernetes
Engine can use external load balancers, internal load balancers, and HTTP(S) load balancers.
External load balancers are used when a service needs to be reachable from outside the
cluster and outside the VPC. GKE will provision a network load balancer for the service and

configure firewall rules to allow connections to the service from outside the cluster.

Internal load balancers are used when a service needs to be reachable from within the
cluster. In this case an internal TCP/UDP load balancer is used. The load balancer uses an IP
address from the VPC subnet instead of an external IP address.

Container native load balancing makes use of network endpoint groups (NEGs). The
endpoints consist of an IP address and a port that specify a pod and a container port.

To allow HTTP(S) traffic from outside the VPC, we use a Kubernetes Ingress resource.
The Ingress maps URLs and hostnames to services in the cluster. Services are configured to
use both ClusterIP and NodePort service types.

If further constraints on network are needed, you can specify network policies to limit
access to pods based on labels, IP address ranges, and port numbers. These policies create
pod-level firewall rules. You can restrict External Load Balancers by specifying loadBalanc-
erSourceRanges in a service configuration. To limit access to HTTP(S) load balancers, use
Cloud Armor security policies and Identity-Aware Proxy service.

Kubernetes Engine Use Cases

Kubernetes Engine is a managed service that relieves users of managing their own Kuber-
netes cluster. Kubernetes is used to allocate compute resources efficiently to a pool of con-
tainers running applications. It is essential that applications and services be containerized
before they can run in Kubernetes.

Kubernetes is a good platform for deploying microservices. If you prefer to minimize
system administration overhead, you could deploy containers using App Engine Flexible.
Cloud Run is an option if you are running stateless containers and do not require Kuber-
netes features, such as node pools. If you prefer to have more maximum control over the
configuration of the platform running your containers, then Kubernetes Engine in standard
mode is the best option. If you want the features of Kubernetes while minimizing cluster and
infrastructure management, then Kubernetes Engine in autopilot mode is a good option.

Anthos

Anthos is an application management platform that builds on Kubernetes’ hybrid and multi-
cloud implementations. Anthos is designed to address many of the challenges of managing
applications and services across infrastructure on-premises and in multiple clouds. With
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Anthos, we extend the declarative model found in Kubernetes to allow us to specify the
desired state of a fleet of clusters. Anthos observes state of clusters, decides on changes
needed to bring the system into the desired state, and then executes those changes. This
management model includes policy enforcement, service management, cluster management,
and infrastructure management.

Overview of Anthos

Anthos Clusters extend GKE for hybrid and multicloud environments by providing services
to create, scale, and upgrade conformant Kubernetes clusters along with a common orches-
tration layer. Multiple clusters can be managed as a group known as a fleet. Anthos Clusters
can be connected using standard networking options including VPNs, Dedicated Intercon-
nects, and Partner Interconnects.

The configuration of Anthos Clusters uses a declarative model for computing, networking,
and other services. Configurations, which are stored in Git repositories, build on Kubernetes
abstractions such as namespaces, labels, and annotations.

There are several key benefits to using Anthos to manage multiple Kubernetes clusters,
including the following;:

»  Centralized management of configuration as code

= Ability to roll back deployments with Git

» A single view of cluster infrastructure and applications
»  Centralized and auditable workflows

» Instrumentation of code using Anthos Service Mesh

»  Anthos Service Mesh authorization and routing

In addition, Anthos includes Migrate for Anthos for GKE, which is a service that allows
you to orchestrate migrations using Kubernetes and Anthos.

The term Anthos Clusters refers to GKE Clusters that have been extended to function on-
premises or in multicloud environments.

Anthos Service Mesh

A service mesh is an architecture pattern that provides a common framework for services to
communicate. We use service meshes to perform common operations, such as monitoring,
networking, and authentication on behalf of services so individual services do not have to
implement those operations. In addition to alleviating work on service developers, with a
service mesh we can have consistent ways of handling support operations like monitoring
and networking.

Anthos Service Mesh is a managed service based on Istio, which is a widely used open
source service mesh. A service mesh has one, or possibly more than one, control plane and
a data plane. A control plane is a set of services that configure and manage communications
between services. The control plane provides configuration information to sidecar proxies
for each service. A sidecar is an auxiliary service that supports a main service. In the case of
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Kubernetes, a sidecar is a utility service that runs with a workload container in a pod. A data
plane is a part of a service mesh that manages communications between workload services.
Some of the functionality provided by Anthos Service Mesh includes the following:

= Controlling the flow of traffic between services, including at the application layer (layer
7) when using Istio-compatible custom resources

= Collecting service metrics and logs for ingestion by Cloud Operations
»  Preconfigured service dashboards

»  Authenticating services with mutual TLS (mTLS) certificates

*  Encrypting control plane communications

Anthos Service Mesh can be deployed in three ways: in-cluster control plane, managed
Anthos Service Mesh, or including Compute Engine VMs in the service mesh. With the in-
cluster control plane the Istiod service is run in the control plane to manage security, traffic,
configuration, and service discovery. With managed Anthos Service Mesh, Google manages
the control plane, including upgrades. Google Cloud also manages scaling as needed and
security. When using Anthos Service Mesh for Compute Engine VMs, you can also man-
age and secure managed instance groups and Google Kubernetes Engine Clusters in the
same mesh.

Anthos Multi Cluster Ingress

The Anthos Multi Cluster Ingress is a controller that is hosted on Google Cloud and enables
load balancing of resources across clusters, including multiregional clusters. In this setup,
you can have a single consistent virtual IP address for applications regardless of where they
are deployed. By supporting multiple regions and multiple clusters, the Multi Cluster Ingress
brings additional support for high availability. It also enables the cluster migration during
upgrades and so reduces downtime.

The Multi Cluster Ingress is a globally distributed control plane that runs outside of your
clusters. Within the Multi Cluster Ingress, the Config Cluster is the GKE Cluster running in
GCP that is configured with the Multi Cluster Ingress resource. This ingress resource runs
only on the Google Cloud Deployment.

Anthos Deployment Options

Anthos is available in several deployment options. The features available vary by deploy-
ment, but Anthos Service Mesh and Anthos Config Management are included in all
deployments. Anthos Service Mesh provides the following;:

»  Traffic control with rules for HTTP(S), gRPC, and TCP traffic

»  Metrics, logs, and traces for all HTTP(S) traffic in a cluster, including ingress and
egress traffic

= Service-level security with authentication and authorization

= Support for A/B testing and canary rollouts
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The Anthos Config Management service controls cluster configuration by applying to
configuration specifications to select components of a cluster based on such as namespaces,
labels, and annotations. Anthos Config Management includes the Policy Controller, which
is designed to enforce business logic rules on API requests to Kubernetes. This is particularly
useful for defining and enforcing security and audit rules consistently across a fleet.

The Google Cloud Deployment is the most comprehensive deployment option and
includes core GKE components, including the following;:

=  Node auto provisioning

= Vertical pod autoscaling

= Shielded GKE Nodes

»  Workload Identity Federation
=  GKE Sandbox

The Google Cloud Deployment also includes Anthos Config Management, Anthos Cloud
Run, Multi Cluster Ingress, and binary authorization.

The On-Premises Deployment is designed to run Anthos in on-premises infrastructure. In
addition to Anthos Config Management and the Anthos UI & Dashboard, this deployment
includes services needed for an on-premises implementation including the following:

»  Network plugin
»  Container Storage Interface (CSI) and hybrid storage
»  Authentication Plugin for Anthos
»  Prometheus and Grafana (on VMware)
»  Bundled layer 4 load balancers (on VMware)
Anthos can be run on AWS using the AWS Deployment which includes the following:
»  Anthos Config Management
*  Anthos Ul & Dashboard
=  Network Plugin
»  Container Storage Interface (CSI) and hybrid storage
»  Authentication Plugin for Anthos
=  AWS load balancers

The minimal deployment option known as Attached Clusters Deployment includes
Anthos Config Management, Anthos UI & Dashboard, and Anthos Service Mesh.

Al and Machine Learning Services

Google Cloud delivers an array of Al and machine learning services. Vertex Al is a unified
machine learning platform for developing, deploying, and scaling machine learning models.
Cloud TPUs are accelerators for training large deep learning networks. In addition, Google
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also offers specialized services such as Speech-to-Text, Text-to-Speech, Virtual Agents,
Dialogflow CX, Translation, Vision OCR, and the Document Al Platform. In this section, we
will review Vertex Al and Cloud TPUs, two broadly useful services that architects should be
familiar with.

Vertex Al

Vertex Al is the combination of two prior Google Cloud services, AutoML and Al Platform.
Vertex Al provides a single API and user interface. Vertex Al supports both customer training
of machine learning models and automated training of models using AutoML. Vertex Al
includes several components, such as the following:

*  Training using both AutoML automated training and Al custom training
= Support for ML model deployment

»  Data labeling, which allows you to request human assistance in labeling training exam-
ples for supervised learning tasks

= Feature store, which is a repository for managing and sharing ML features
= Workbench, which is a Jupyter notebook-based development environment

Vertex Al also includes specially configured deep learning VM images and containers.

Cloud TPU

Cloud TPU is a Google Cloud service that provides access to Tensor Processing Units (TPUs),
which are custom-designed, application-specific integrated circuits (ASICs) designed by
Google. TPUs can be more efficient at training deep learning models than GPUs or CPUs.

A single Cloud TPU v2 can provide 180 teraflops, while a v3 can provide 420 teraflops. You
can also use clusters of TPUs known as pods. A v2 pod provides 11.5 petaflops, and a v3
pod provides more than 100 petaflops.

Cloud TPUs are a distinct service that is integrated and available from other GCP ser-
vices. For example, you can connect to a TPU or pod from a Compute Engine VM running a
deep learning image or Google Kubernetes Engine.

In addition to the standard priced TPUs, Preemptible TPUs are available at 70 percent off
standard pricing.

Data Flows and Pipelines

Applications are typically composed of multiple modules or services. Monolithic applica-
tions do exist, but they are typically legacy systems. Even when monolithic applications are
used, there are some business operations that require multiple steps of processing using mul-
tiple applications.
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Consider, for example, a health insurance claim, made on behalf of a patient by a
healthcare provider. The workflow to process this claim might include the following;:

»  Verifying the patient and provider data in an eligibility application

*  Analyzing the medical procedures performed and assigning a value in a benefits
assignment application

»  Reviewing the claim and proposed benefit for potential fraud in a compliance
review system

»  Sending the data to a data warehouse for use by business analysts
»  Issuing payment to the provider by a payment processing system
= Sending an explanation of benefits letter to the patient by a patient services application

This insurance claim scenario is an example of how monolithic systems may be used
together to implement a workflow to implement a fairly complicated business process. Other
workflows are implemented using microservices. For example, when you make a purchase
online, the retailer’s application may use several microservices, such as the following:

»  Checking inventory to verify that the product is available to ship
»  Authorizing payment through a third-party payment processor

= Issuing a fulfillment order that is sent to a warehouse where the item will be packaged
and shipped

»  Sending details of the transaction to a data warehouse for analysis
=  Sending a confirmation message to the customer with delivery information

In both the health insurance claim and the online purchase example, multiple applications
and services are used to implement a business workflow. When choosing cloud compute
resources and designing workflows to meet business requirements, consider how data will
flow from one service to the next.

Cloud Pub/Sub Pipelines

Cloud Pub/Sub is a good option for buffering data between services. It supports both push
and pull subscriptions.

With a push subscription, message data is sent by HTTP POST request to a push end-
point URL. The push model is useful when a single endpoint processes messages from
multiple topics. It’s also a good option when the data will be processed by an App Engine
Standard application or a Cloud Function. Both of those services bill only when in use, and
pushing a message avoids the need to check the queue continually for messages to pull.

With a pull subscription, a service reads messages from the topic. This is a good approach
when processing large volumes of data and efficiency is a top concern.

Cloud Pub/Sub pipelines work well when data just needs to be transmitted from one ser-
vice to another or buffered to control the load on downstream services. If you need to pro-
cess the data, for example, applying transformations to a stream of Internet of Things (IoT)
data, then Cloud Dataflow is good option.
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Cloud Dataflow Pipelines

Cloud Dataflow is an implementation of the Apache Beam stream processing framework.
Cloud Dataflow is fully managed, so you do not have provision and manage instances

to process data in streams. The service also operates in batch mode without changes

to processing code. Developers can write stream and batch processing code using Java,
Python, and SQL.

Cloud Dataflow can be used in conjunction with Cloud Pub/Sub, with Cloud Dataflow
being responsible for processing data and Cloud Pub/Sub being responsible for sending mes-
sages and buffering data. Cloud Dataflow pipelines often fit into an application’s architecture
between data ingestion services, like Cloud Pub/Sub and Cloud IoT Core, and storage and
analysis services, such as Cloud Bigtable, BigQuery, or Cloud Machine Learning.

Cloud Dataproc

Cloud Dataproc is a managed Spark and Hadoop service that is widely used for large-scale
batch processing and machine learning. Spark also supports stream processing. Cloud Data-
proc creates clusters quickly so they are often used ephemerally. Cloud Dataproc clusters use
Compute Engine virtual machines and can use preemptible instances as worker nodes. It also
supports Workflows Templates, which implements workflows as directed acyclic graphs.

Cloud Dataproc has built-in integration with BigQuery, Bigtable, Cloud Storage, Cloud
Logging, and Cloud Monitoring.

Cloud Dataproc is recommended when migrating an on-premises Spark and Hadoop
cluster and you want to minimize management overhead.

Cloud Workflows

Cloud Workflows is a service for orchestrating HTTP-based API services and serverless
workflows. It can be used with Cloud Functions, Cloud Run, and other Google Cloud APIs
to string together a set of processing steps.

Workflows are defined as a series of steps specified in YAML or JSON formats. An
authenticated call is required to execute a workflow.

Cloud Workflows is used to coordinate a series of API calls. When you need to process
a large volume of data or coordinate a complex sequence of jobs, one of the other Google
Cloud managed services for workloads, such as Cloud Dataflow, Cloud Dataproc, Cloud
Fusion, or Cloud Composer, will be a better option.

Cloud Data Fusion

Cloud Data Fusion is a managed service based on the CDAP data analytics platform that
allows for development of extraction, transformation, and load (ETL) and extraction, load,
and transform (ELT) pipelines without coding. CDAP provides a code-free, drag-and-drop
development tool that includes more than 160 prebuilt connectors and transformations.
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Cloud Data Fusion is deployed as an instance and comes in three versions. The Developer
version is the lowest cost and most limited in terms of features. The Basic Edition includes
a visual design, transformations, and an SDK. The Enterprise edition includes those features
plus streaming pipelines, integration with a metadata repository, high availability, as well as
support for triggers and scheduling.

Cloud Composer

Cloud Composer is a managed service for Apache Airflow, a workflow orchestration system
that executes workflows represented as directed acyclic graphs (DAGs). Within Apache Air-
flow, a workflow is a collection of tasks with dependencies. DAGs are defined in Python
scripts and stored in Cloud Storage.

The building blocks of Apache Airflow include tasks, operators, hooks, and plugins. Tasks
are a unit of work represented by a node in a graph. Operators define how tasks will be
run and include action operators, transfer operators, and sensor operators. Hooks are inter-
faces to third-party services. When a hook is combined with an operator, it is referred to
as a plugin.

When an Apache Airflow DAG is executed, logs are generated. Workflow logs are associ-
ated with a single DAG task. You can view the logs in the Airflow web interface or by
viewing the logs folder in the associated Cloud Storage bucket. Streaming logs are available
in Logs Viewer for the scheduler, web server, and workers.

Compute System Provisioning

GCP provides an interactive console as well as a command-line utility for creating and
managing compute, storage, and network resources. It also provides the Deployment Man-
ager service that allows you to specify infrastructure as code. It is a good practice to define
infrastructure as code, since it allows teams to reproduce environments rapidly. It also lends
itself to code reviews, version control, and other software engineering practices.

Deployment Manager uses declarative templates that describe what should be deployed.

Sets of resource templates can be grouped together into deployments. When a deployment
is run or executed, all of the specified resources are created.

Alternatively, you may also use Terraform, an open source infrastructure and code system.
Terraform uses HashiCorp Configuration Language (HCL) to describe resources and then
generates execution plans to implement changes to bring an infrastructure into the desired
state described by the HCL specification. Terraform is cloud agnostic.

Additional Design Issues

In addition to considering how you will configure and deploy compute resources, you will
need to understand how compute resources interact, how data flows, and how to monitor
infrastructure and applications.
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Managing State in Distributed Systems

Managing state information is commonplace when designing distributed systems. Stateful
systems present a few different kinds of challenges, which you should keep in mind when
designing cloud application architectures.

Persistent Assignment of Clients to Instances

Stateful systems keep data about client processes and connections. For example, consider loT
sensors on industrial machines.

Every minute a sensor sends metrics on temperature, vibrations, and throughput of the
device. The data is stored in a buffer for 10 minutes where it is evaluated for anomalies. The
10 minutes’ worth of data that is maintained is state information. For this model to work,

a sensor needs to send its data continually to the same server each time data is generated.

One design decision is how to assign sensors to servers. Often, the best solution is to
assign a sensor to an instance randomly. This will distribute the workload evenly across
a cluster. In practice, it is common to use modulo division on a numeric identifier, like a
sensor ID. The divisor is the number of instances. Assuming that you have a cluster with
eight instances, one set of assignments for sensors with IDs 80, 83, 89, and 93 is as follows:

80 mod 8 =0
83 mod 8 =3
89 mod 8=1
93mod 8=35

A variation on this pattern is to use some form of aggregate-level identifier, such as an
account number or group number instead of individual sensor identifiers. For example,
assume that in our IoT example each machine has between 10 and 200 sensors. If we
assigned sensors to instances based on machine ID, it is possible that some servers would
have more load than others. If 300 machines with 200 sensors were assigned to one
machine, while 300 machines with 10 sensors were assigned to another, the workload would
be skewed to the former.

Horizontally scalable systems function well in GCP. Compute Engine instance groups and
Kubernetes Engine clusters can readily add and remove compute resources as needed. When
each instance has to store state information, you will need to find a way to distribute work
at the application level so that clients can be assigned to a single server. Another option,
however, is to move state information off the instances to some common data store.

Persistent State and Volatile Instances

Assigning a client to a server solves the problem of having state information available to the
application instance that needs it. Since clients always send data to the same instance, state
information is maintained on that instance. No other instance needs to be queried to collect
a client’s state data in this scenario.
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It does not solve the problem of instance volatility, however. What happens when an
instance or container becomes unhealthy and shuts down? We could treat this as a high
availability problem and use redundant instances. This may be a viable option when there
are a small number of instances, but it can quickly become wasteful as the number of
instances grows.

A better solution in many cases is to separate the storage of state data from volatile
instances. Both in-memory cache and databases are viable options.

In-Memory Cache

In-memory cache, such as Cloud Memorystore, which is a managed Redis and memcached
service, works well when an application needs low-latency access to data. The data in the
cache can be persisted using snapshots. If the cache fails, the contents of memory can be re-
created using the latest snapshot. Of course, any data changed between the time of the last
snapshot and the cache failure is not restored using the snapshot. Additional measures are
required. For example, if the data is ingested from a queue, the data could be kept in the
queue until it is saved in a snapshot. If snapshots are made once per minute, the time to live
(TTL) on messages in the queue could be set to two minutes.

Cloud Pub/Sub uses a publish-subscribe model. Once a message is delivered and the
delivery is acknowledged, the message is removed from the message queue. If a message is
not acknowledged within a configured amount of time, it is redelivered.

Databases

Another option for moving state data off of volatile instances is to use a database. This has
the advantage of persisting data to durable storage. When using a database, the application
only needs to define how to read and write data to the database; no additional steps are
needed to snapshot caches or manage message queues. A potential disadvantage is that data-
base latency may be higher than cache latency. If latency is a concern, you can use a cache to
store database query results so data that is repeatedly queried can be read from the lower-
latency cache instead of the higher-latency database.

Another disadvantage is that databases are complicated applications and can be dif-
ficult to maintain and tune. GCP offers several databases as managed services, including
Cloud SQL and Cloud Datastore, which reduce the operational burden on developers and
operators.

Synchronous and Asynchronous Operations

In some cases, the workflow is simple enough that a synchronous call to another service is
sufficient. Synchronous calls are calls to another service or function that wait for the oper-
ation to complete before returning; asynchronous calls do not wait for an operation to
complete before returning. Authorizing a credit card for a purchase is often a synchronous
operation. The process is usually completed in seconds, and there are business reasons not to
proceed with other steps in the workflow until payment is authorized.
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In other situations, synchronous calls to services could hold up processing and introduce
lag into the system. Consider the online purchase example. Once payment is authorized, the
fulfillment order should be created. The system that receives fulfillment orders may expe-
rience high load or might have several servers unavailable during update operations. If a
synchronous call is made to the fulfillment system, then a disruption in the normal opera-
tion of the fulfillment system could cause delays in finishing the purchase transaction with
the customer. From a business requirement perspective, there is no need to complete the
fulfillment order processing before completing the sales transaction with the customer. This
would be a good candidate for an asynchronous operation.

One way to implement asynchronous processing is to buffer data between applications in
a message queue. One application writes data to the message queue, and the other applica-
tion reads it. Writing and reading from message queues are fast operations, so synchronous
read and write operations on queues are not likely to introduce delays in processing. If
the application that reads from the queue cannot keep up with the rate at which messages
are being written, the messages will remain in the queue until the reading application can
get to them.

This kind of buffering is especially helpful when the services have different scaling
requirements. A spike in traffic on the front end of a web application can be addressed by
adding instances. This is especially straightforward when the front-end application is state-
less. If the backend depends on a database, then scaling is more difficult. Instead of trying to
scale the backend, it’s better to allow work to accumulate in a queue and process that work
using the resources in place. This will require more time to complete the work, but it decou-
ples the work that must be done immediately, which is responding to the user, from work
that can be done later, such as backend processing.

You have multiple options when implementing workflows and pipelines. You could
implement your own messaging system and run it on one of the GCP compute services.

You could also deploy a messaging service, such as RabbitMQ, or a streaming log, such as
Apache Kafka. If you would like to use a GCP managed service, consider Cloud Pub/Sub and
Cloud Dataflow.

Summary

GCP offers a number of compute services including Compute Engine, App Engine, Cloud
Run, Kubernetes Engine, Anthos, and Cloud Functions. Compute Engine is Google’s
infrastructure-as-a-service (IaaS) offering. The core functionality provided by Compute
Engine is virtual machines (VMs). App Engine is a platform-as-a-service (PaaS) compute
offering. With App Engine, users do not have to configure servers. They provide application
code that is run in the App Engine environment. There are two forms of App Engine: App
Engine Standard and App Engine Flexible. Cloud Run is a managed service for deploying
stateless containers. Kubernetes Engine is a managed service providing Kubernetes cluster
management and Kubernetes container orchestration. Kubernetes Engine allocates cluster
resources, determines where to run containers, performs health checks, and manages VM
lifecycles using Compute Engine instance groups. Anthos is an application orchestration
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platform that allows for centralized management of a fleet of Anthos-compliant Kubernetes
clusters. Cloud Functions is a serverless compute service well suited for event processing. The
service is designed to execute code in response to events within the Google Cloud Platform.
Google Cloud provides several services to support data pipelines and machine learning
including: Cloud Pub/Sub, Cloud Dataflow, Cloud Dataproc, Cloud Fusion, Cloud Com-
poser, and Cloud Workflows. Other issues to consider when designing infrastructure are
managing state in distributed systems, data flows, and monitoring and alerting.

Exam Essentials

Understand when to use different compute services. GCP compute services include Com-
pute Engine, App Engine, Cloud Run, Kubernetes Engine, Anthos, and Cloud Functions.
Compute Engine is an laa$ offering. You have the greatest control over instances, but you
also have the most management responsibility.

App Engine is a Paa$ that comes in two forms. App Engine Standard uses language-
specific sandboxes to execute your applications. App Engine Flexible lets you deploy con-
tainers, which you can create using Docker.

Cloud Run is another alternative for deploying stateless containers using a
managed service.

Kubernetes Engine is a managed Kubernetes service. It is well suited for applications built
on microservices, but it also runs other containerized applications. Anthos is used to manage
Kubernetes clusters deployed across multiple clouds and on-premises.

Cloud Functions is a service that allows you to execute code in response to an event on
GCP, such as a file being uploaded to Cloud Storage or a message being written to a Cloud
Pub/Sub topic.

Understand Compute Engine instances’ optional features. These include the variety of
machine types, preemptibility, and Shielded VMs. Also understand how service accounts
are used. Understand managed instance groups and their features, such as autoscaling and

health checks.

Know the difference between App Engine Standard and App Engine Flexible. App Engine
Standard employs language-specific runtimes, while App Engine Flexible uses containers that
can be used to customize the runtime environment. Be familiar with additional services, such
as the App Engine Cron Service and Task Queues.

Know the Kubernetes and Anthos architectures. Understand the differences between
master cluster instances and node instances in Kubernetes. Understand the organizing
abstractions, including pods, services, ReplicaSets, deployments, PersistentVolumes, and
StatefulSets. Know that an Ingress is an object that controls external access to services
running in a Kubernetes cluster.

Know when to use specialized data pipeline and machine learning services. Understand
the use cases for Cloud Pub/Sub, Cloud Dataflow, Cloud Dataproc, Cloud Workflows, and
Cloud Data Fusion. Know that Vertex Al provides support for both automated and custom
machine learning model training.
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Review Questions

1. You are consulting for a client that is considering moving some on-premises workloads to the
Google Cloud Platform. The workloads are currently running on VMs that use a specially
hardened operating system. Application administrators will need root access to the operating
system as well. The client wants to minimize changes to the existing configuration. Which
GCP compute service would you recommend?

A. Compute Engine
B. Kubernetes Engine
C. App Engine Standard
D. App Engine Flexible

2. You have just joined a startup company that analyzes healthcare data and makes recommen-
dations to healthcare providers to improve the quality of care while controlling costs. The
company must comply with privacy regulations. A compliance consultant recommends that
your company control its encryption keys used to encrypt data stored on cloud servers. You

agree with the consultant but also want to minimize the overhead of key management. What
GCP service should the company use?

A. Use default encryption enabled on Compute Engine instances.

B. Use Google Cloud Key Management Service to store keys that you create and use them
to encrypt storage used with Compute Engine instances.

C. Implement a trusted key store on premises, create the keys yourself, and use them to
encrypt storage used with Compute Engine instances.

D. Use an encryption algorithm that does not use keys.
3. A colleague complains that the availability and reliability of GCP VMs is poor because their
instances keep shutting down without them issuing shutdown commands. No instance has

run for more than 24 hours without shutting down for some reason. What would you sug-
gest your colleague check to understand why the instances may be shutting down?

A. Make sure that the Cloud Operations agent is installed and collecting metrics.
B. Verify that sufficient persistent storage is attached to the instance.
C. Make sure that the instance availability is not set to preemptible.
D. Ensure that an external IP address has been assigned to the instance.
4. Your company is working on a government contract that requires all instances of VMs to

have a virtual Trusted Platform Module. What Compute Engine configuration option would
you enable or disable on your instance?

A. Trusted Module Setting
B. Shielded VMs

C. Preemptible VMs
D.

Disable live migration
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You are leading a lift-and-shift migration to the cloud. Your company has several load-
balanced clusters that use VMs that are not identically configured. You want to make as few
changes as possible when moving workloads to the cloud. What feature of GCP would you
use to implement those clusters in the cloud?

A. Managed instance groups
B. Unmanaged instance groups
C. Flexible instance groups

D. Kubernetes clusters

Your startup has a stateless web application written in Python 3.7. You are not sure what
kind of load to expect on the application. You do not want to manage servers or containers if
you can avoid it. What GCP service would you use?

A. Compute Engine

B. App Engine

C. Kubernetes Engine in Standard Mode
D. Cloud Dataproc

Your department provides audio transcription services for other departments in your
company. Users upload audio files to a Cloud Storage bucket. Your application transcribes
the audio and writes the transcript file back to the same bucket. Your process runs every day
at midnight and transcribes all files in the bucket. Users are complaining that they are not
notified if there is a problem with the audio file format until the next day. Your application
has a program that can verify the quality of an audio file in less than two seconds. What
changes would you make to the workflow to improve user satisfaction?

A. Include more documentation about what is required to transcribe an audio file success-

fully.

B. Use Cloud Functions to run the program to verify the quality of the audio file when the
file is uploaded. If there is a problem, notify the user immediately.

C. Create a Compute Engine instance and set up a cron job that runs every hour to check
the quality of files that have been uploaded into the bucket in the last hour. Send notices
to all users who have uploaded files that do not pass the quality control check.

D. Use the App Engine Cron Service to set up a cron job that runs every hour to check the
quality of files that have been uploaded into the bucket in the last hour. Send notices to
all users who have uploaded files that do not pass the quality control check.

You have inherited a monolithic C++ application that you need to keep running. There will

be minimal changes, if any, to the code. The previous developer who worked with this appli-

cation created a Dockerfile and image container with the application and needed libraries.

You’d like to deploy this in a way that minimizes your effort to maintain it. How would you

deploy this application?

A. Create an instance in Compute Engine, install Docker, install the Cloud Monitoring
agent, and then run the Docker image.

B. Create an instance in Compute Engine, but do not use the Docker image. Install the
application, Ruby, and needed libraries. Install the Cloud Monitoring agent. Run the
application directly in the VM, not a container.
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C. Use App Engine Flexible to run the container image. App Engine will monitor as needed.

D. Use App Engine Standard to run the container image. App Engine will monitor as
needed.

You have been asked to give a presentation on Kubernetes. How would you explain the

difference between the cluster master and nodes?

A. Cluster masters manage the cluster and run core services such as the controller manager,
API server, scheduler, and etcd. Nodes run workload jobs.

B. The cluster manager is an endpoint for API calls. All services needed to maintain a
cluster are run on nodes.

C. The cluster manager is an endpoint for API calls. All services needed to maintain a
cluster are run on nodes, and workloads are run on a third kind of server, a runner.

D. Cluster masters manage the cluster and run core services such as the controller manager,
API server, scheduler, and etcd. Nodes monitor the cluster master and restart it if it fails.

External services are not able to access services running in a Kubernetes cluster. You suspect a

controller may be down. Which type of controller would you check?

A. Pod

B. Deployment

C. Ingress Controller

D. Service Controller

You are planning to run stateful applications in Kubernetes Engine. What should you use to

support stateful applications?

A. Pods

B. StatefulPods

C. StatefulSets

D. PersistentStorageSet

Every time a database administrator logs into a Firebase database, you would like a message

sent to your mobile device. Which compute service could you use that would minimize your
work in deploying and running the code that sends the message?

A. Compute Engine

B. Kubernetes Engine

C. Cloud Functions

D. Cloud Dataflow

Your team has been tasked with deploying infrastructure for development, test, staging,
and production environments in region us-west1. You will likely need to deploy the same

set of environments in two additional regions. What service would allow you to use an
infrastructure-as-code (IaC) approach?

A. Cloud Dataflow

B. Deployment Manager

C. Identity and Access Manager
D. App Engine Flexible
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An ToT startup collects streaming data from industrial sensors and evaluates the data for
anomalies using a machine learning model. The model scales horizontally. The data col-
lected is buffered in a server for 10 minutes. Which of the following is a true statement about
the system?

A. It is stateful.

B. It is stateless.

C. It may be stateful or stateless; there is not enough information to determine.

D. It is neither stateful nor stateless.

Your team is designing a stream processing application that collects temperature and

pressure measurements from industrial sensors. Someone on the team suggests using a Cloud
Memorystore cache. What could that cache be used for?

A. A SQL database

B. Asa memory cache to store state data outside of instances

C. An extraction, transformation, and load service

D. A persistent object storage system

A distributed application is not performing as well as expected during peak load periods.
The application uses three microservices. The first of the microservices has the ability to send
more data to the second service than the second service can process and keep up with. This

causes the first microservice to wait while the second service processes data. What can be
done to decouple the first service from the second service?

A. Run the microservices on separate instances.
B. Run the microservices in a Kubernetes cluster.

C. Write data from the first service to a Cloud Pub/Sub topic and have the second service
read the data from the topic.

D. Scale both services together using MIGs.

A colleague has suggested that you use the Apache Beam framework for implementing a
highly scalable workflow. Which Google Cloud service would you use?

A. Cloud Dataproc

B. Cloud Dataflow

C. Cloud Dataprep

D. Cloud Memorystore

Your manager wants more data on the performance of applications running in Compute

Engine, specifically, data on CPU and memory utilization. What Google Cloud service would
you use to collect that data?

A. Cloud Dataprep

B. Cloud Monitoring
C. Cloud Dataproc

D. Cloud Memorystore
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You are receiving alerts that CPU utilization is high on several Compute Engine instances.
The instances are all running a custom C++ application. When you receive these alerts, you
deploy an additional instance running the application. A load balancer automatically distrib-
utes the workload across all of the instances. What is the best option to avoid having to add
servers manually when CPU utilization is high?

A. Always run more servers than needed to avoid high CPU utilization.

B. Deploy the instances in a MIG, and use autoscaling to add and remove instances as
needed.

C. Run the application in App Engine Standard.

D. Whenever you receive an alert, add two instances instead of one.

A retailer has sales data streaming into a Cloud Pub/Sub topic from stores across the country.
Each time a sale is made, data is sent from the point of sale to Google Cloud. The data needs
to be transformed and aggregated before it is written to BigQuery. Which of the following
services would you use to perform that processing and write data to BigQuery?

A. Firebase

B. Cloud Dataflow

C. Cloud Memorystore
D. Cloud Datastore

Auditors have determined that several of the microservices deployed on Kubernetes clusters
in your GCP and on-premises clusters do not perform authentication in ways that comply
with security requirements. You want developers to be able to deploy microservices without
having to spend a lot of time developing and testing authentication mechanisms. What
managed service in GCP would you use to reduce the need for developers to implement
authentication mechanisms with each new service?

A. Kubernetes Services

B. Anthos Service Mesh

C. Kubernetes Ingress
D.

Anthos Config Management
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Storage is an essential component of virtually any cloud-based
system. Storage needs can range from long-term archival

L , storage for rarely accessed data to highly volatile, frequently
accessed data cached in memory. Google Cloud Platform (GCP) provides a full range of
storage options, such as the following:

= Object storage
= Persistent local and attached storage
=  Relational and NoSQL databases
This chapter reviews the key concepts and design criteria that you will need to know to pass

the Professional Cloud Architect exam, including data retention and lifecycle management con-
siderations as well as addressing networking and latency issues with storage system design.

Overview of Storage Services

Cloud architects often must select one or more storage systems when designing an applica-
tion. Several factors influence the choice of storage systems, such as the following:

= Is the data structured or unstructured?

»  How frequently will the data be accessed?

»  What is the read/write pattern? What is the frequency of reads versus writes?
»  What are the consistency requirements?

= Can Google managed keys be used for encryption, or do you need to deploy customer
managed keys?

»  What are the most common query patterns?

= Does your application require mobile support, such as synchronization?
»  For structured data, is the workload analytic or transactional?

= Does your application require low latency writes?

The answer to these and similar questions will help you decide which storage services to
use and how to configure them.
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Object Storage with Google
Cloud Storage

Google Cloud Storage is an object storage system. It is designed for persisting unstructured
data, such as data files, images, videos, backup files, and any other data. It is unstructured
in the sense that objects, that is, files stored in Cloud Storage, are treated as atomic. When
you access a file in Cloud Storage, you access the entire file. You cannot treat it as a file on a
block storage device that allows for seeking and reading specific blocks in the file. There is
no presumed structure within the file that Cloud Storage can exploit.

Organizing Objects in a Namespace

Cloud Storage uses buckets to group objects. Objects are different from files in that they
cannot be updated. They are versioned and accessed as a single unit; that is, you cannot
access a subset of an object the way you can access a block of a file in a filesystem. A bucket
is a group of objects that share access controls at the bucket level. For example, the service
account assigned to a virtual machine may have permissions to write to one bucket and
read from another bucket. Individual objects within buckets can have their own access con-
trols as well.

Google Cloud Storage uses a global namespace for bucket names, so all bucket names
must have unique names. Object names do not have to be unique. A bucket is named when
it is created and cannot be renamed. To simulate renaming a bucket, you will need to
copy the contents of the bucket to a new bucket with the desired name and then delete the
original bucket.

The following are best practice suggestions for bucket naming:

= Do not use personally identifying information, such as names, email addresses, IP
addresses, and so forth in bucket names. That kind of information could be useful to
an attacker.

= Follow DNS naming conventions because bucket names can appear in a CNAME
record in DNS.

=  Use globally unique identifiers (GUIDs) if creating many buckets.

» Do not use sequential names or timestamps if uploading files in parallel. Files with
sequentially close names will likely be assigned to the same server. This can create a
hotspot when writing files to Cloud Storage.

= Bucket names can also be subdomain names, such as mybucket.example.com.

To create a domain name bucket, you will have to verify that you are the
ITE owner of the domain.


http://mybucket.example.com
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The Cloud Storage service does not provide a filesystem. This means that there is no
ability to navigate a path through a hierarchy of directories and files. The object store does
support a naming convention that allows for the naming of objects in a way that looks sim-
ilar to the way that a hierarchical filesystem would structure a file path and filename. If you
would like to use Google Cloud Storage as a filesystem, the Cloud Storage FUSE open source
project provides a mechanism to map from object storage systems to filesystems.

Cloud Storage FUSE

Filesystem in Userspace (FUSE) is a framework for exposing a filesystem to the Linux kernel.
FUSE uses a stand-alone application that runs on Linux and provides a filesystem API along
with an adapter for implementing filesystem functions in the underlying storage system.
Cloud Storage FUSE is an open source adapter that allows users to mount Cloud Storage
buckets as filesystems on Linux and macOS platforms.

Cloud Storage FUSE is not a filesystem like NFS. It does not implement a filesystem or
a hierarchical directory structure. It does interpret / characters in filenames as directory
delimiters.

For example, when using Cloud Storage FUSE, a user could mount a Cloud Storage bucket
to a mount point called gcs. The user could then interact with the local operating system to
save a file named mydata.csv to /gcs/myproject/mydirectory/mysubdirectory.
The user could execute the 1s command at the command line to list the contents of the
simulated mysubdirectory to see the listing for mydata. csv along with any other files
with a name prefixed by myproject/mydirectory. The user could then use a gsutil
command or cloud console to list the contents of the mounted bucket, and they would see an
object named myproject/mydirectory/mysubdirectory.

Cloud Storage FUSE is useful when you want to move files easily back and forth between
Cloud Storage and a Compute Engine VM, a local server, or your development device using
filesystem commands instead of gsutil commands or the cloud console.

Cloud Storage FUSE is a Google-developed and community-supported open source
project under the Apache license. Cloud Storage FUSE is available at github.com/
GoogleCloudPlatform/gcsfuse.

Storage Tiers

Cloud Storage offers four tiers or types of storage. It is essential to understand the character-
istics of each tier and when it should be used for the Professional Cloud Architect exam. The
four types of Cloud Storage are as follows:

=  Standard
= Nearline
= Coldline

= Archive


https://github.com/GoogleCloudPlatform/gcsfuse/
https://github.com/GoogleCloudPlatform/gcsfuse/
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Standard storage is well suited for use with frequently accessed (“hot”) data or for data
that is stored briefly. Standard storage has three location types: region, dual-region, and
multiregion.

The region location type stores multiple copies of an object in multiple zones in one
region. All Cloud Storage options provide high durability, which means the probability of
losing an object during any period is extremely low. Cloud Storage provides 99.999999999
percent (eleven 9s) annual durability.

This level of durability is achieved by keeping redundant copies of the object. Availability
is the ability to access an object when you want it. An object can be durably stored but
unavailable. For example, a network outage in a region would prevent you from accessing
an object stored in that region, although it would continue to be stored in multiple zones.

Dual-region and multiregion storage mitigate the risk of a regional outage by storing rep-
licas of objects in two or multiple regions, respectively. This can also improve access time
and latency by distributing copies of objects to locations that are closer to the users of those
objects. Consider a user in California in the western United States accessing an object stored
in us-west1, which is a region located in the northwest state of Oregon in the United States.
That user can expect under 5 ms latency with a user in New York, in the United States
northeast, and would likely experience latencies closer to 30ms.

Dual-region and multiregion storage are also known as geo-redundant storage.

The latencies mentioned here are based on public internet network infrastructure. Google
offers two network tiers: Standard and Premium. With Standard network tier, data is routed
between regions using public internet infrastructure and is subject to network conditions and
routing decisions beyond Google’s control. The Premium network tier routes data over Google’s
global high-speed network. Users of Premium tier networking can expect lower latencies.

Nearline and Coldline storage are used for storing data that is not frequently accessed.
Data that is accessed less than once in 30 days is a good candidate for Nearline storage.
Data that is accessed less than once in 90 days is a good candidate for Coldline storage.

All storage classes have the same latency to return the first byte of data. Archive storage is
optimal for data accessed less than once per year.

Nearline, Coldline, and Archive storage have slightly lower availability than Standard
storage, lower at-rest storage costs, and higher data access costs.

Cloud Storage also has three other classes: Multi-Regional storage, Regional storage, and
Durable Reduced Availability (DRA) storage. Google Cloud recommends using Standard
storage instead of these unless you are already using one of these additional classes.

Cloud Storage Use Cases

Cloud Storage is used for a few broad use cases.

= Storage of data shared among multiple instances that does not need to be on persistent
attached storage. For example, log files may be stored in Cloud Storage and analyzed by
programs running in a Cloud Dataproc Spark cluster.

= Backup and archival storage, such as persistent disk snapshots, backups of on-premises
systems, and data kept for audit and compliance requirements but not likely to
be accessed.
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»  As a staging area for uploaded data. For example, a mobile app may allow users to
upload images to a Cloud Storage bucket. When the file is created, a Cloud Function
could trigger to initiate the next steps of processing.

Each of these examples fits well with Cloud Storage’s treatment of objects as atomic units.
If data within the file needs to be accessed and processed, that is done by another service or
application, such as a Spark analytics program.

Different tiers are better suited for some use cases. For example, Archive class storage is
best used for archival storage, but Multiregional storage may be the best option for upload-
ing user data, especially if users are geographically dispersed.

As an architect, it is important to understand the characteristics of the four storage tiers,
their relative costs, the assumption of atomicity of objects by Cloud Storage, and how Cloud
Storage is used in larger workflows.

Network-Attached Storage with Google
Cloud Filestore

Cloud Filestore is a network-attached storage service that provides a filesystem that is
accessible from Compute Engine and Kubernetes Engine. Cloud Filestore is designed to
provide low latency and IOPS, so it can be used for databases and other performance-
sensitive services.

To use Cloud Filestore, you create a Filestore instance, which has a name, service tier,
storage type, and capacity. The service tier determines the Filestore’s capacity, scalability, and
performance. Storage types are HDD or SSD.

You can create backups of an instance to preserve copies of all files and metadata asso-
ciated with a Filestore instance. Backups are regional resources. You can also create snap-
shots which are copies of the state of the filesystem instance at a point in time. Snapshots are
stored within the Filestore instance.

Cloud Filestore ServiceTiers

Cloud Filestore is especially useful when organizations are lifting and shifting applications
that require a filesystem and cannot use object storage systems, such as Cloud Storage. Some
typical use cases for Cloud Filestore are home directories and shared directories, web server
content, and migrated applications that require a filesystem.

Cloud Filestore has three service tiers.

=  Filestore Basic
= Filestore High Scale
»  Filestore Enterprise

Filestore Basic is designed for file sharing, software, and Google Kubernetes Engine work-
loads that benefit from a persistent, managed filesystem. Filestore Basic is a zonal resource.



Databases 113

Filestore High Scale is designed to meet the demands of high-performance computing
workloads, such as genome analysis and financial services applications requiring low-latency
file operations. Filestore High Scale is a zonal resource.

Filestore Enterprise is for mission-critical applications and Google Kubernetes Engine
workloads. This version provides 99.99 percent regional availability by provisioning mul-
tiple NFS shares across multiple zones within a region.

Filestore provides for snapshots of the filesystem, which can be taken periodically. If you
need to recover a filesystem from a snapshot, it would be available within 10 minutes.

Cloud Filestore Networking

Cloud Filestore connects to VPC networks using either VPC Network Peering or private ser-
vices access. VPC Network Peering is used when creating a filesystem instance with a stand-
alone VPC network, when creating an instance within the host project of a Shared VPC,

or when accessing the filesystem from an on-premises network using Cloud VPN or Cloud
Interconnect. Private service access is used when creating an instance on a Shared VPC net-
work from a service project, not the host project, or when you are using centralized IP range
management for multiple Google Cloud services. Note, Cloud Filestore does not support
transitive peering.

Cloud Filestore Access Controls

Access controls to Cloud Filestore and to files on the filesystem are managed with a
combination of IAM roles and POSIX file permissions.

The roles/file.editor and roles/file.viewer are used to grant permissions on the Cloud
Filestore instance to users. The viewer role allows users to see details about an instance,
its location, backups, and snapshots as well as the operational status of the instance. The
editor role includes the viewer permissions as well as permissions to create and delete
instances, backups, and snapshots. These roles do not provide access to the files in the
Filestore instance.

When a Filestore instance is created, it has default POSIX permissions of rwxr-xr-x
permissions that are changed using operating system commands such as chmod. Access
control lists are also supported using operating systems commands such as setfacl.

Databases

Google Cloud provides a variety of database storage systems. The Professional Cloud
Architect exam may include questions that require you to choose an appropriate data-
base solution when given a set of requirements. The databases can be broadly grouped as
relational, analytical, and NoSQL databases.
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Relational Database Overview

Relational databases are highly structured data stores that are designed to store data in ways
that minimize the risk of data anomalies and to support a comprehensive query language.
An example of a data anomaly is inserting an employee record into a database department
ID that does not exist in the department table. Relational databases support data models
that include constraints that help prevent anomalies.

Another common characteristic of relational databases is support for ACID transactions.
(ACID stands for atomicity, consistency, isolation, and durability.) NoSQL databases may
support ACID transactions as well, but not all do.

Atomicity

Atomic operations ensure that all steps in a transaction complete or no steps take effect.
For example, a sales transaction might include reducing the number of products available in
inventory and charging a customer’s credit card. If there isn’t sufficient inventory, the trans-
action will fail, and the customer’s credit card will not be charged.

Consistency

Consistency, specifically transactional consistency, is a property that guarantees that when
a transaction executes, the database is left in a state that complies with constraints, such as
uniqueness requirements and referential integrity, which ensures foreign keys reference a
valid primary key. When a database is distributed, consistency also refers to querying data
from different servers in a database cluster and receiving the same data from each.

For example, some NoSQL databases replicate data on multiple servers to improve avail-
ability. If there is an update to a record, each copy must be updated. In the time between
the first and last copies being updated, it is possible to have two instances of the same query
receive different results. This is considered an inconsistent read. Eventually, all replicas will
be updated, so this is referred to as eventual consistency.

There are other types of consistency; for those interested in the details of other consis-
tency models, see “Consistency in Non-Transactional Distributed Storage Systems” by Paolo
Viotti and Marko Vukolié at arxiv.org/pdf/1512.00168.pdf.

Isolation

Isolation refers to ensuring that the effects of transactions that run at the same time leave the
database in the same state as if they ran one after the other. Let’s consider an example.
Transaction 1 is as follows:

SetA=2
SetB=3

SetC=A+B


https://arxiv.org/pdf/1512.00168.pdf
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Transaction 2 is as follows:

SetA=10
SetB=5

SetC=A+B

When high isolation is in place, the value of C will be either 5 or 15, which are the results
of either of the transactions. The data will appear as if the three operations of Transaction 1
executed first and the three operations of Transaction 2 executed next. In that case, the value
of Cis 15.If the operations of Transaction 2 execute first followed by the Transaction 1
operations, then C will have the value 5.

What will not occur is that some of the Transaction 1 operations will execute followed by
some of the Transaction 2 operations and then the rest of the Transaction 1 operations.

Here is an execution sequence that cannot occur when isolation is in place:

Set A=2(from Transaction 1)
SetB=5(from Transaction 2)

SetC=A+B(from Transaction 1 or 2)

This sequence of operations would leave C with the assigned value of 7, which would be
an incorrect state for the database to be in.

Durability

The durability property ensures that once a transaction is executed, the state of the database
will always reflect or account for that change. This property usually requires databases to
write data to persistent storage—even when the data is also stored in memory—so that in
the event of a crash, the effects of the transactions are not lost.

Google Cloud Platform offers two managed relational database services: Cloud SQL and
Cloud Spanner. Each is designed for distinct use cases. In addition to the two managed ser-
vices, GCP customers can run their own databases on GCP virtual machines.

Cloud SQL

Cloud SQL is a managed service that provides MySQL, SQL Server, and PostgreSQL
databases.
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Cloud SQL allows users to deploy MySQL, SQL Server, and PostgreSQL on managed
virtual servers. GCP manages patching database software, backups, and failovers. Key fea-
tures of Cloud SQL include the following:

»  All data is encrypted at rest and in transit.

»  Data is replicated across multiple zones for high availability.

= GCP manages failover to replicas.

»  Support for standard database connectors and tools is provided.
»  The service provides integrated monitoring and logging.

Cloud SQL is an appropriate choice for regional databases up to 30 TB.

The maximum database size may change in the future.
ITE

Customers can choose the machine type and disk size for the virtual machine running the
database server. MySQL, SQL Server, and PostgreSQL all support the SQL query language.

Relational databases, like MySQL, SQL Server, and PostgreSQL, are used with structured
data. Both require well-defined schemas, which can be specified using the data definition
commands of SQL. These databases also support strongly consistent transactions, so there
is no need to work around issues with eventual consistency. Cloud SQL is appropriate for
transaction processing applications, such as e-commerce sales and inventory systems.

By default, Cloud SQL creates an instance in a single zone, but Cloud SQL provides
for high availability by optionally maintaining a failover replica of the primary instance.
Any changes to the primary instance are mirrored on the failover replica. If the primary
instance fails, Cloud SQL will detect the failure and promote the failover replica to the pri-
mary instance.

Cloud SQL also supports read replicas. A read replica is a copy of the primary instance
data stored in the same region or different region from the primary instance. When a read
replica is in a different region, it is known as a cross-region replica. Cross-region replicas
provide support for disaster recovery and migration of data between regions.

Database Migration Service is a managed service for migrating MySQL and PostgreSQL
databases to Cloud SQL. Support for SQL Server migration is expected soon. The service
uses change data capture mechanisms to create the initial snapshot and provide for ongoing
replications. The Database Migration Service uses the replication mechanisms of the under-
lying database. The service is useful for both lift-and-shift migrations and for multicloud
continuous replication.

A limiting factor of Cloud SQL is that databases can scale only vertically, that is, by
moving the database to a larger machine. For use cases that require horizontal scalability or
support, a globally accessed database, Cloud Spanner, is an appropriate choice.
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Cloud Spanner

Cloud Spanner is a managed database service that supports horizontal scalability across
regions. This database supports common relational features, such as schemas for structured
data and SQL for querying. Cloud Spanner supports both Google Standard SQL (ANSI
2011 with extensions) and Postgres dialects.

It supports strong consistency, so there is no risk of data anomalies caused by eventual
consistency. Cloud Spanner also manages replication. Cloud Spanner is used for applications
that require strong consistency on a global scale. Here are some examples:

»  Financial trading systems require a globally consistent view of markets to ensure that
traders have a consistent view of the market when making trades.

» Logistics applications managing a global fleet of vehicles need accurate data on the state
of vehicles.

= Global inventory tracking requires global-scale transaction to preserve the integrity of
inventory data.

Cloud Spanner provides 99.999 percent availability, which guarantees less than § minutes
of downtime per year. Like Cloud SQL, all patching, backing up, and failover management is
performed by GCP.

Data is encrypted at rest and in transit. Cloud Spanner is integrated with Cloud Identity
to support the use of user accounts across applications and with Cloud Identity and Access
Management to control authorizations to perform operations on Cloud Spanner resources.

As with any distributed database, there is the potential for hot spotting. That is skew-
ing the database workload so that a small number of nodes are doing a disproportionate
amount of work. When using Cloud Spanner, it is recommended that you use primary keys
that do not lead to hotspotting. Incremented values, time stamps, and other values that
monotonically increase in the first part of the key should not be used as a primary key since
it will lead to writes being directed to a single server instead of more evenly distributed
across all servers.

Cloud Spanner supports secondary indexes in addition to primary key indexes.

Cloud Spanner stores data encrypted at rest and by default uses Google-managed
encryption. If you need to manage your encryption, you have the option to use Cloud Key
Management Service (KMS) with a symmetric key, a Cloud HSM key, or a Cloud External
Key Manager key.

Analytical Database: BigQuery

BigQuery is a managed data warehouse and analytics database solution. It is designed to
support queries that scan and return large volumes of data, and it performs aggregations
on that data. BigQuery uses SQL as a query language. Customers do not need to choose a
machine instance type or storage system. BigQuery is a serverless application from the per-
spective of the user.
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Analytics Features

BigQuery is a managed service built on several Google technologies, including Dremel,
Colossus, Borg, and Jupiter. Dremel is the query execution engine that maps SQL statements
into execution trees. The leaves of the tree are known as slots, which read data from storage
and do some computation. Branches of the tree do aggregation. Colossus is Google’s distrib-
uted filesystem, and it provides persistent storage, including replication and encryption at
rest. Borg is a cluster management system that routes jobs to nodes of the cluster and works
around any failed nodes. Jupiter is Google’s 1 petabit/second networking infrastructure,
which is fast enough to eliminate concerns such as rack-aware placement of data to reduce
the need to copy data between racks.

In BigQuery, data is stored in a columnar format, known as Capacitor, which means
that values from a single column in a database are stored together rather than storing data
from the same row together. This is used in BigQuery because analytics and business intel-
ligence queries often filter and group by values in a small number of columns and do not
need to reference all columns in a row. Capacitor is designed to support nested and repeated
fields as well.

BigQuery uses the concept of a job for executing tasks such as loading and export-
ing data, running queries, and copying data. Batch and streaming jobs are supported for
loading data.

BigQuery uses the concept of a data set for organizing tables and views. A dataset is
contained in a project. A dataset may have a regional or multiregional location. Regional
datasets are stored in a single region such as us-west2 or europe-north1. Multiregional loca-
tions store data in multiple regions within either the United States or Europe.

BigQuery is billed based on the amount of data stored and the amount of data scanned
when responding to queries, or in the case of flat-rate query billing, the allocation is used
based on the size of the query. For this reason, it is best to craft queries that return only the
data that is needed, and filter criteria should be as specific as possible.

If you are interested in viewing the structure of a table or view or you want to see
sample data, it is best to use the Preview Option in the console or use the bq head command
from the command line. BigQuery also provides a -==dry-run option for command-line
queries. It returns an estimate of the number of bytes that would be returned if the query
were executed.

IAM Roles for BigQuery

BigQuery is integrated with Cloud IAM, which has several predefined roles for BigQuery.
Access can be granted at the organization, project, dataset, and table/view levels. When
access is provided at the organization or project level, that access applies to all of a project’s
BigQuery resources. Datasets are children of projects in the resource hierarchy, so access
granted at the dataset level apply only to that dataset and its tables and views. You can also
assign access at the table and view levels.

= roles/bigquery.dataViewer: This role allows a user to list projects and tables and get
table data and metadata.
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= roles/bigquery.dataEditor: This has the same permissions as dataViewer, plus permis-
sions to create and modify tables and datasets.

»  roles/bigquery.dataOwner: This role is similar to dataEditor, but it can also create,
modify, and delete datasets.

» roles/bigquery.metadataViewer: This role gives permissions to list tables, projects,
and datasets.

» roles/bigquery.user: The user role gives permissions to list projects and tables, view
metadata, create datasets, and create jobs.

= roles/bigquery.jobUser: A jobUser can list projects and create jobs and queries.
»  roles/bigquery.admin: An admin can perform all operations on BigQuery resources.

Additional roles are available for controlling access to BigQuery ML, BigQuery Data
Transfer Service, and BigQuery BI Engine.

Loading Data into BigQuery

The two patterns of data loading are batch loading and streaming. BigQuery supports both.

Batch Loading

Batch loading jobs are common in data warehousing and typically involve extracting data
from a source system, transforming the data, and then loading it. This is known as extrac-
tion, transformation, and load (ETL) although it is increasingly common to extract, load,
and then transform (ELT).

Load jobs are BigQuery jobs for loading data from Cloud Storage or local filesystems.
Load jobs work with files in Avro, CSV, ORC, and Parquet format.

The BigQuery Data Transfer Service is a specialized service for loading data from other
cloud services, such as Google Ads and Google Ad Managers. It also supports transferring
data from Google software-as-a-service (SaaS) applications or third-party services.

The BigQuery Storage Write API is used to batch process and commit many records in
one atomic operation. BigQuery is also able to load data from Cloud Firestore exports.

Streaming

There are two options for streaming data into BigQuery; they are Storage Write API and
Cloud Dataflow. The Storage Write API provides high-throughput ingestion and exactly-once
delivery semantics. Cloud Dataflow implements an Apache Beam runner and can write data
directly to BigQuery tables from a Dataflow job.

Choosing a Managed Relational or Analytical Database

GCP provides two managed relational databases and an analytics database with some
relational features. Cloud SQL is used for transaction processing systems that do not need to
scale beyond a single server. It supports SQL Server, MySQL, and PostgreSQL.

Cloud Spanner is a transaction processing relational database that scales horizontally, and
it is used when a single server relational database is insufficient. Cloud Spanner is also used
for applications that require a relational database with writable nodes in multiple regions.
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BigQuery is designed for data warehousing and analytic querying of large datasets. Big-
Query should not be used for transaction processing systems. If data is frequently updated
after loading, then one of the other managed relational databases is a better option.

NoSQL Databases

GCP offers three NoSQL databases: Bigtable, Datastore, and Cloud Firestore. All three are
well suited to storing data that requires flexible schemas. Cloud Bigtable is a wide-column
NoSQL database. Cloud Firestore and Cloud Datastore are document NoSQL databases.
Cloud Firebase is the next generation of Cloud Datastore, and in the future existing Data-
store databases will be automatically upgraded to Firestore using Datastore mode.

Cloud Bigtable

Cloud Bigtable is a wide-column, sparsely populated multidimensional database designed to
support petabyte-scale databases for analytic operations, such as storing data for machine
learning model building, as well as operational use cases, such as streaming Internet of
Things (IoT) data. It is also used for time series, marketing data, financial data, and graph
data. Some of the most important features of Cloud Bigtable are as follows:

= Sub 10 ms latency

= Stores petabyte-scale data

= Uses regional replication

*  Queried using a Cloud Bigtable-specific command, cbt
= Supports use of Hadoop HBase interface

=  Runs on a cluster of servers that store metadata while data is stored in the Colossus
filesystem

Bigtable stores data in tables organized by key-value maps. Each row contains data about
a single entity and is indexed by a row key. Multiple cells with different time stamps can
exist at the intersection of a row and column. Columns are grouped into column families,
which are sets of related columns. A table may contain multiple column families.

Tables in Bigtable are partitioned into blocks of contiguous rows known as tablets. Tab-
lets are stored in the Colossus scalable filesystem. Data is not stored on nodes in the cluster.
Instead, nodes store pointers to tablets stored in Colossus. Distributing read and write load
across nodes yields better performance than having hotspots where a small number of nodes
are responding to most read and write requests.

Bigtable supports the HBase API, making it a good option for migrating from Hadoop
HBase to a managed service such as Google Cloud. Bigtable is also a logical choice for
replacing Cassandra databases with a managed database service.

Bigtable supports creating more than one cluster in a Bigtable instance. Data is auto-
matically replicated between clusters. This is useful when the instance is performing a large
number of read and write operations at the same time. With multiple clusters, one can be
dedicated to responding to read requests while the other receives write requests. Bigtable
guarantees eventual consistency between the replicas.
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Cloud Datastore

Cloud Datastore is a managed document database, which is a kind of NoSQL database that
uses a flexible JSON-like data structure called a document.

The terminology used to describe the structure of a document is different than that for
relational databases. A table in a relational database corresponds to a kind in Cloud Data-
store, while a row is referred to as an entity. The equivalent of a relational column is a prop-
erty, and a primary key in relational databases is simply called the key in Cloud Datastore.

Cloud Datastore is fully managed. GCP manages all data management operations
including distributing data to maintain performance. The flexible data structure makes
Cloud Datastore a good choice for applications like product catalogs or user profiles.

Cloud Firestore

Cloud Firestore is the next generation of the GCP-managed document database. Cloud
Firestore:

= Isstrongly consistent

= Supports document and collection data models
= Supports real-time updates

= Provides mobile and web client libraries

Cloud Firestore supports both a Datastore mode, which is backward compatible with
Cloud Datastore, and a Firestore mode. In Datastore mode, all transactions are strongly con-
sistent, unlike Cloud Datastore transactions, which are eventually consistent. Other Cloud
Datastore limitations on querying and writing are removed in Firebase Datastore mode.

It’s best practice for customers to use Cloud Firestore in Datastore mode for new server-
based projects. This supports up to millions of writes per second. Cloud Firestore in its
native mode is for new web and mobile applications. This provides client libraries and
support for millions of concurrent connections.

Caching with Cloud Memorystore

Cloud Memorystore is a managed cache service supporting both Redis and Memcached.
Memorystore caches are used for storing data in nonpersistent memory, particularly when
low-latency access is important. Stream processing and database caching are both common
use cases for Memorystore.

Cloud Memorystore for Redis

Redis is an open source, in-memory data store, which is designed for submillisecond data
access that has a variety of data types including strings, lists, sets, sorted sets, bitmaps, and
hyperloglogs. Cloud Memorystore for Redis supports up to 300 GB instances and 12 Gbps
network throughput. Caches replicated across two zones provide 99.9 percent availability.

As with other managed storage services, GCP manages Cloud Memorystore patching,
replication, and failover.
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Cloud Memorystore is used for low-latency data retrieval, specifically lower latency than
is available from databases that store data persistently to disk or SSD.

Cloud Memorystore for Redis is available in two service tiers: Basic and Standard. Basic
Tier provides a simple Redis cache on a single server without replication. Standard Tier is a
highly available instance with cross-zone replication and support for automatic failover.

Cloud Memorystore for Memcached

Memcached is an open source project and is used for caching in a wide range of use cases
including database query caching, reference data caching, and storing session state. Mem-
cached does not have the range of data types found in Redis and instead stores string values
indexed by key strings.

Memcached is deployed on clusters, called instances, made up of nodes with the same
amount of memory and virtual CPUs. Data is distributed across nodes in the cluster.

Instances can have between one and 20 nodes, which each have one to 32 vCPUs and
between 1 GB and 256 GB of memory. The instance can have a maximum combined
memory of 5 TB.

Memcached, like Redis, can be accessed from Compute Engine, Google Kubernetes
Engine, Cloud Functions, App Engine Flexible, and App Engine Standard. Access to Cloud
Functions and App Engine Standard requires Serverless VPC access.

Data Retention and Lifecycle
Management

Data has something of a life as it moves through several stages, including creation, active
use, infrequent access but kept online, archived, and deleted. Not all data goes through all of
the stages, but it is important to consider lifecycle issues when planning storage systems.
The choice of storage system technology usually does not directly influence data lifecycles
and retention policies, but it does impact how the policies are implemented. For example,
Cloud Storage lifecycle policies can be used to move objects from Nearline storage to Cold-
line storage after some period of time. When partitioned tables are used in BigQuery, parti-
tions can be deleted without affecting other partitions or running time-consuming jobs that
scan full tables for data that should be deleted.
If you are required to store data, consider how frequently and how fast the data must
be accessed.

= If submillisecond access time is needed, use a cache such as Cloud Memorystore.

»  If data is frequently accessed, may be updated, and needs to be persistently stored, then
use a database. Choose between relational and NoSQL based on the structure of the
data. Data with flexible schemas can use NoSQL databases.

=  If data is less likely to be accessed the older it gets, store data in time-partitioned tables
if the database supports partitions. Time-partitioned tables are frequently used in Big-
Query, and Bigtable tables can be organized by time as well.
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»  If data is infrequently accessed and does not require access through a query language,
consider Cloud Storage. Infrequently used data can be exported from a database, and
the export files can be stored in Cloud Storage. If the data is needed, it can be imported
back into the database and queried from there.

»  When data is not likely to be accessed, but it must still be stored, use the Archive storage
class in Cloud Storage. This is less expensive than other Cloud Storage options.

Cloud Storage provides object lifecycle management policies to make changes auto-
matically to the way objects are stored in the object datastore. These policies contain rules
for manipulating objects and are assigned to buckets. The rules apply to objects in those
buckets. The rules implement lifecycle actions, including deleting an object and setting the
storage class. Rules can be triggered based on the age of the object, when it was created, the
number of newer versions, and the storage class of the object.

Another control for data management is retention policies. A retention policy uses the
Bucket Lock feature of Cloud Storage buckets to enforce object retention. By setting a reten-
tion policy, you ensure that any object in the bucket or future objects in the bucket are not
deleted until they reach the age specified in the retention policy. This feature is particularly
useful for compliance with government or industry regulations. Once a retention policy is
locked, it cannot be revoked.

Networking and Latency

Network latency is a consideration when designing storage systems, particularly when data
is transmitted between regions within GCP or outside GCP to globally distributed devices.
Three ways of addressing network latency concerns are as follows:

»  Replicating data in multiple regions and across continents
»  Distributing data using Cloud CDN
= Using Google Cloud Premium Network tier

The reason to consider using these options is that the network latency without them
would be too high to meet application or service requirements. For some points of reference,
note the following:

= Within Europe or Japan, expect 12-15 ms latency.
»  Within North America, 30-32 ms latency is typical.
»  Trans-Atlantic latency is about 70 ms.

»  Trans-Pacific latency is about 100 ms.

= Latency between the Europe, Middle East, and Africa (EMEA) region and Asia Pacific is
closer to 120 ms.

Data can be replicated in multiple regions under the control of a GCP service or under the
control of a customer-managed service. For example, Cloud Storage multiregional storage
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replicates data to multiple regions. Cloud Spanner distributes data automatically among
multiple regions. Cloud Firestore is designed to scale globally. Using GCP services that man-
age multiregional and global distribution of data is preferred to managing replication at the
application level.

Another way to reduce latency is to use GCP’s Cloud CDN. This is particularly effective
and efficient when distributing relatively static content globally. Cloud CDN maintains a set
of globally distributed points of presence around the world. Points of presence are where the
Google Cloud connects to the internet. Static content that is frequently accessed in an area
can be cached at these edge nodes.

GCP offers two network service tiers. In the Standard Tier, network traffic between
regions is routed over the public internet to the destination device. With the Premium Tier,
all data is routed over the Google network up to a point of presence near the destination
device. The Premium Tier should be used when high-performance routing, high availability,
and low latency at multiregion scales are required.

Summary

GCP provides four types of storage systems: object storage using Cloud Storage, network-
attached storage, databases, and caching. Cloud Storage is used for unstructured data that

is accessed at the object level; there is no way to query or access subsets of data within an
object. Object storage is useful for a wide array of use cases, from uploading data from client
devices to storing long-term archives. Network-attached storage is used to store data that is
actively processed. Cloud Filestore provides a network filesystem, which is used to share file-
structured data across multiple servers.

Google Cloud offers several managed databases, including relational and NoSQL data-
bases. The relational database services are Cloud SQL and Cloud Spanner. Cloud SQL is
used for transaction processing systems that serve clients within a region and do not need to
scale beyond a single server. Cloud Spanner provides a horizontally scalable, global, strongly
consistent relational database. BigQuery is an analytical database designed for data ware-
housing and analytic database applications. The NoSQL managed databases in GCP are Big-
table, Datastore, and Firestore. Bigtable is a wide-column database designed for low-latency
writes at petabyte scales. Datastore and Firestore are managed document databases that
scale globally. Firestore is the next generation of document storage in GCP and has fewer
restrictions than Cloud Datastore.

When designing storage systems, consider data lifecycle management and network
latency. GCP provides services to help implement data lifecycle management policies and
offers access to the Google global network through the Premium Tier network service.
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Exam Essentials

Understand the major types of storage systems available in GCP. These include object
storage, persistent local and attached storage, and relational and NoSQL databases. Object
storage is often used to store unstructured data, archived data, and files that are treated as
atomic units. Persistent local and attached storage provides storage to virtual machines.
Relational databases are used for structured data, while NoSQL databases are used when it
helps to have flexible schemas.

Cloud Storage has multiple classes: Standard, Nearline, Coldline, and Archive. Standard
storage class is available in regional, dual regional, and multiregional services. Multiregional
storage replicates objects across multiple regions, dual regional replicates data across two
regions, while regional replicates data across zones within a region. Nearline storage is used
for data that is accessed less than once in 30 days. Coldline storage is used for data that is
accessed less than once in 90 days. Archive storage is used for data accessed not more than
once per year.

Cloud Filestore is a network-attached storage service that provides a filesystem that is
accessible from Compute Engine and Kubernetes Engine. Cloud Filestore is designed
to provide low latency and IOPS, so it can be used for databases and other performance-
sensitive services.

Cloud SQL is a managed relational database that can run on a single server. Cloud SQL
allows users to deploy MySQL, SQL Server, and PostgreSQL on managed virtual servers.
Database administration tasks, such as patching, backing up, and managing failover are
managed by GCP.

Cloud Spanner is a managed database service that supports horizontal scalability across
regions. Cloud Spanner is a relational database used for applications that require strong
consistency on a global scale. Cloud Spanner provides 99.999 percent availability, which
guarantees less than five minutes of downtime a year. Like Cloud SQL, all patching, backing
up, and failover management tasks are performed by GCP.

BigQuery is a managed data warehouse and analytical database solution. BigQuery uses
the concept of a dataset for organizing tables and views. A dataset is contained in a project.
BigQuery provides its own command-line program called bq rather than using the gcloud
command line. BigQuery is billed based on the amount of data stored and the amount of
data scanned when responding to queries.

Cloud Bigtable is designed to support petabyte-scale databases for analytic operations. It is
used for storing data for machine learning model building, as well as operational use cases,
such as streaming Internet of Things (IoT) data. It is also used for time series, marketing
data, financial data, and graph data.
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Cloud Firestore and Cloud Datastore are managed document databases, which are a kind
of NoSQL database that uses a flexible JSON-like data structure called a document. Cloud
Firestore and Cloud Datastore are fully managed. GCP manages all data management oper-
ations, including distributing data to maintain performance. They are designed so that the
response time to return query results is a function of the size of the data returned and not
the size of the dataset that is queried. The flexible data structure makes Cloud Firestore and
Cloud Datastore good choices for applications like product catalogs or user profiles. Cloud
Firestore is the next generation of GCP-managed document database.

Cloud Memorystore is a managed cache service. Cloud Memorystore is a managed cache
service that provides Redis and Memcached options. Both are open source platforms that
provide in-memory data store with submillisecond data access. Cloud Memorystore Redis
supports up to 300 GB instances and 12 Gbps network throughput. Caches replicated across
two zones provide 99.9 percent availability. Cloud Memorystore Memcached Instances can
have between one and 20 nodes, which each have one to 32 vCPUs (even values only) and
between 1 GB and 256 GB of memory.

Cloud Storage provides object lifecycle management policies to make changes automati-
cally to the way that objects are stored in the object datastore. Another control for data
management is retention policies. You can use the Bucket Lock feature of Cloud Storage
buckets to enforce object retention.

Network latency is a consideration when designing storage systems, particularly when

data is transmitted between regions with GCP or outside GCP to globally distributed
devices. Three ways of addressing network latency concerns are replicating data in multiple
regions and across continents, distributing data using Cloud CDN, and using Google Cloud
Premium Network tier.
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Review Questions

1. You need to store a set of files for an extended period. Anytime the data in the files needs to
be accessed, it will be copied to a server first, and then the data will be accessed. Files will
not be accessed more than once a year. The set of files will all have the same access controls.
What storage solution would you use to store these files?

A. Cloud Storage Archive
B. Cloud Storage Nearline
C. Cloud Filestore

D. Bigtable

2. You are uploading files in parallel to Cloud Storage and want to optimize load performance.
What could you do to avoid creating hotspots when writing files to Cloud Storage?

A. Use sequential names or time stamps for files.

B. Do not use sequential names or time stamps for files.

C. Configure retention policies to ensure that files are not deleted prematurely.

D. Configure lifecycle policies to ensure that files are always using the most appropriate

storage class.

3. Asa consultant on a cloud migration project, you have been asked to recommend a strategy
for storing files that must be highly available even in the event of a regional failure. What
would you recommend?

A. BigQuery
B. Cloud Datastore
C. Multiregional Cloud Storage
D. Regional Cloud Storage
4. As part of a migration to Google Cloud Platform, your department will run a collaboration
and document management application on Compute Engine virtual machines. The applica-

tion requires a filesystem that can be mounted using operating system commands. All docu-
ments should be accessible from any instance. What storage solution would you recommend?

A. Cloud Storage
B. Cloud Filestore
C. A document database
D. A relational database
5.  Your team currently supports seven MySQL databases for transaction processing appli-
cations. Management wants to reduce the amount of staff time spent on database

administration. What GCP service would you recommend to help reduce the database
administration load on your teams?

A. Bigtable

B. BigQuery
C. Cloud SQL
D. Cloud Filestore
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6. Your company is developing a new service that will have a global customer base. The ser-
vice will generate large volumes of structured data and require the support of a transaction
processing database. All users, regardless of where they are on the globe, must have a consis-
tent view of data. What storage system will meet these requirements?

A. Cloud Spanner

B. Cloud SQL
C. Cloud Storage
D. BigQuery

7. Your company is required to comply with several government and industry regulations,
which include encrypting data at rest. What GCP storage services can be used for applica-
tions subject to these regulations?

A. Bigtable and BigQuery only
B. Bigtable and Cloud Storage only
C. Any of the managed databases, but no other storage services
D. Any GCP storage service
8. As part of your role as a data warehouse administrator, you occasionally need to export

data from the data warehouse, which is implemented in BigQuery. What command-line tool
would you use for that task?

A. gsutil
B. gcloud
C. bqg

D. cbt

9. Another task that you perform as data warehouse administrator is granting authorizations
to perform tasks with the BigQuery data warehouse. A user has requested permission to view
table data but not change it. What role would you grant to this user to provide the needed
permissions but nothing more?

A. dataViewer
B. admin
C. metadataViewer
D. dataOwner
10. A developer is creating a set of reports and is trying to minimize the amount of data each
query returns while still meeting all requirements. What bq command-line option will

help you understand the amount of data returned by a query without actually executing
the query?

A. --no-data

B. --estimate-size
C. --dry-run
D

--size
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A team of developers is choosing between using NoSQL or a relational database. What is a
feature of NoSQL databases that is not available in relational databases?

A. TFixed schemas
B. ACID transactions
C. Indexes

D. Flexible schemas

A group of venture capital investors has hired you to review the technical design of a service
that will be developed by a startup company seeking funding. The startup plans to collect
data from sensors attached to vehicles. The data will be used to predict when a vehicle needs
maintenance and before the vehicle breaks down. Thirty sensors will be on each vehicle. Each
sensor will send up to 5 KB of data every second. The startup expects to start with hundreds
of vehicles, but it plans to reach 1 million vehicles globally within 18 months. The data will
be used to develop machine learning models to predict the need for maintenance. The startup
is considering using a self-managed relational database to store the time-series data but wants
your opinion. What would you recommend for a time-series database?

A. Continue to plan to use a self-managed relational database.
B. Use Cloud SQL.

C. Use Cloud Spanner.

D. Use Bigtable.

A Bigtable instance increasingly needs to support simultaneous read and write operations.
You’d like to separate the workload so that some nodes respond to read requests and others
respond to write requests. How would you implement this to minimize the workload on
developers and database administrators?

A. Create two instances, and separate the workload at the application level.

B. Create multiple clusters in the Bigtable instance, and use Bigtable replication to keep the
clusters synchronized.

C. Create multiple clusters in the Bigtable instance, and use your own replication program
to keep the clusters synchronized.

D. It is not possible to accomplish the partitioning of the workload as described.
As a database architect, you’ve been asked to recommend a database service to support an
application that will make extensive use of JSON documents. What would you recommend

to minimize database administration overhead while minimizing the work required for devel-
opers to store JSON data in the database?

A. Cloud Storage
B. Cloud Firestore
C. Cloud Spanner
D. Cloud SQL
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Your Cloud SQL database is experiencing high query latency. You could vertically scale the
database to use a larger instance, but you do not need additional write capacity. What else
could you try to reduce the number of reads performed by the database?

A. Switch to Cloud Spanner.
B. Use Cloud Bigtable instead.

C. Use Cloud Memorystore to create a database cache that stores the results of database
queries. Before a query is sent to the database, the cache is checked for the answer to the

query.
D. Add read replicas to the Cloud SQL database.

You would like to move objects stored in Cloud Storage automatically from regional storage
to Nearline storage when the object is six months old. What feature of Cloud Storage
would you use?

A. Retention policies

B. Lifecycle policies

C. Bucket locks

D. Multiregion replication

A customer has asked for help with a web application. Static data served from a data center

in Chicago in the United States loads slowly for users located in Australia, South Africa, and
Southeast Asia. What would you recommend to reduce latency?

A. Distribute data using Cloud CDN.
B. Use Premium Network from the server in Chicago to client devices.
C. Scale up the size of the web server.

D. Move the server to a location closer to those users.

A data pipeline ingests performance monitoring data about a fleet of vehicles using Cloud
Pub/Sub. The data is written to Cloud Bigtable to enable queries about specific vehicles.
The data will also be written to BigQuery and BigQuery ML will be used to build predictive
models about failures in vehicle components. You would like to provide high throughput
ingestion and exactly-once delivery semantics when writing data to BigQuery. How would
you load that data into BigQuery?

A. BigQuery Transfer Service

B. Cloud Storage Transfer Service

C. BigQuery Storage Write API

BigQuery Load Jobs

o
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THE PROFESSIONAL CLOUD ARCHITECT
CERTIFICATION EXAM OBJECTIVES
COVERED INTHIS CHAPTER INCLUDE
THE FOLLOWING:

v 2.2 Configuring network topologies



The Google Cloud Professional Architect exam includes ques-
tions about networking, especially around creating virtual
private clouds in GCP and linking on-site data centers to GCP
resources using VPNs. Load balancing within regions and globally is also covered on the

exam. This chapter will cover all these issues from an architecture perspective.

As an architect you should be familiar with the basic abstractions used to design and
implement networking. In particular, you should keep in mind the seven-layer Open Systems
Interconnection (OSI) Network model whenever designing networks or diagnosing problems
with networks.

The seven-layer model consists of the following:

= Layer 1, Physical, represents the physical base of the network, including cables, radio
frequency, voltages, and other aspects of the physical implementation of networking.

» Layer 2, Data Link, handles data transfer between two nodes in a network as well as
error correction for the physical layer. Layer 2 has two sublayers, Media Access Con-
trol (MAC) and Logical Link Control (LLC). Switches often, but not always, operate
at layer 2.

=  Layer 3, Network, manages packet forwarding using routers. The IP protocol exists
at layer 3.

» Layer 4, Transport, controls data transfer between systems. This layer manages how the
amount of data is sent and where to send it. The Transmission Control Protocol (TCP)
and the User Datagram Protocol (UDP) operate at layer 4.

= Layer 5, Session, manages sessions or interactions over time between applications. The
handshake portion of Transport Layer Security (TLS) operates at layer 5.

»  Layer 6, Presentation, manages the mapping from application representations to net-
work representations. Encryption and decryption of network traffic is performed
at layer 6.

= Layer 7, Application, is the top layer of the OSI network model. Layer 7 provides func-
tionality for applications, like web browsers, to access lower-level network services.

Architects often need to reason about issues at layers 3, 4, and 7, such as when designing
subnets, implementing firewall rules, or controlling traffic to applications using a web appli-
cation firewall.
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IP Addressing, Firewall Rules,
and Routers

Architects are expected to understand the building blocks of networking. These include 1P
addresses and classless inter-domain routing (CIDR) block notation, firewall rules to control
the flow of traffic, and routers and internetwork communications.

IP Address Structure

When we talk about networking in cloud environments, we are talking about IP networking.
An IP network is a set of devices that can communicate with each other directly using inter-
net protocols.

Networks can be partitioned into multiple subsets of devices known as subnets. Subnets
allow for more efficient flow of traffic in large networks.

An Internet Protocol (IP) address is an identifier for a device, virtual device, or service on
a network using the IP protocol. IP addresses are designed to support the forwarding of net-
work packets along routes from a source to a destination.

IP addresses can be specified using either IPv4 or IPv6. IPv4 uses four octets, such as
192.168.20.10. IPv6 uses eight 16-bit blocks, such as FE80:0000:0000:0000:0202:B3FF:F
E1E:8329. IPv4 is 32bit address, and IPv6 is a 128bit address. For the purposes of the exam,
understanding IPv4 addressing should be sufficient.

When you create a subnet, you will have to specify a range of IP addresses. Any resource
that needs an IP address on that subnet will receive an IP address in that range. Each subnet
in a VPC should have distinct, nonoverlapping IP ranges.

You can specify an IP range using the Classless Inter-Domain Routing (CIDR) notation.
This consists of an IPv4 IP address followed by a /, followed by an integer in the range 1 to
32. The integer specifies the number of bits used to identify the network; the remaining bits
are used to determine the host address.

For example, if you specified 172.16.0.0/12, this would mean that the first 12 bits of the
IP address specify the network. This is called the subnet mask, and the /12 represents the
subnet mask. The remaining 20 bits are used for host addresses. Since there are 20 bits avail-
able, there can be 1,048,574 IP addresses in that range.

CIDR addressing was adopted in 1993 under RFCs 1518 and 1519 and
‘dTE replaced classful networking, which specified three classes of unicast
networks A, B, and C. There was a Class D for multicast networking and a
Class E for experimental purposes as well. CIDR was adopted to help avoid
IPv4 address exhaustion and help control the growth of routing tables.

RFCs are technical specifications for the internet defined the Internet Engi-
neering Task Force.
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Public vs. Private Addressing

Within IP networks we have the option of using private IP addresses, public IP addresses,

or both. Private IP addresses are non-internet routable addresses that are reserved for
internal use. Public IP addresses are used when we want to communicate with the internet or
internet-routable addresses.

A public IP address can be used with private IP addresses using a process known as net-
work address translation (NAT). NAT is used to reduce the number of public IP addresses
needed in network.

The Internet Engineering Task Force (IETF) has defined three IP address ranges as private
addresses.

= 10.0.0.0/8:10.0.0.0 to 10.255.255.255
= 172.16.0.0/12: 172.16.0.0 to 172.31.255.255
= 192.168.0.0/16: 192.168.0.0 to 192.168.255.255

The 10.0.0.0/8 range has 16,777,216 addresses, the 172.16.0.0/12 range has 1,048,576
addresses, and the 192.168.0.0/1 range has 65,536 addresses.

Firewall Rules

Firewall rules control network traffic by blocking or allowing traffic into (ingress) or out of
(egress) a network, subnet, or device. Two implied firewall rules are defined with VPCs: one
blocks all incoming traffic, and the other allows all outgoing traffic. You can change this
behavior by defining firewall rules with higher priority.

Firewall rules have a priority specified by an integer from 0 to 65535, with 0 being the
highest priority and 65535 being the lowest. The two implied firewall rules have an implied
priority of 65535, so you can override those by specifying a rule with a lower number that
has a higher priority.

In addition to the two implied rules, which cannot be deleted, there are four default rules
assigned to the default network in a VPC. These rules are as follows:

default-allow-internal allows ingress connections for all protocols and ports among
instances in the network.

default-allow-ssh allows ingress connections on TCP port 22 from any source to
any instance in the network. This allows users to ssh into Linux servers.

default-allow-rdp allows ingress connections on TCP port 3389 from any source to any
instance in the network. This lets users use Remote Desktop Protocol (RDP) developed
by Microsoft to access Windows servers.

default-allow-icmp allows ingress ICMP traffic from any source to any instance in
the network.

All of these rules have a priority of 65534, the second-lowest priority.
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Firewall rules have several attributes in addition to priority. They are as follows:
= The direction of traffic: This is either ingress or egress.
= The action: This is either allow or deny traffic.
s The target: This defines the instances to which the rule applies.
»  The source: This is for ingress rules or the destination for egress rules.
= A protocol specification: This includes TCP, UDP, or ICMP, for example.
»= A port number: A communication endpoint associated with a process.

=  An enforcement status: This allows network administrators to disable a rule without
having to delete it.

Firewall rules are global resources that are assigned to VPCs, so they apply to all VPC
subnets in all regions. Since they are global resources, they can be used to control traffic
between regions in a VPC.

Cloud Router

A router is device or service that connects multiple networks and enables communication
between those networks. Routers may be implemented as physical devices, such as a rack-
mounted appliance in a data center, or as a software-defined network service, which is the
case with Google Cloud’s Cloud Router.

Cloud Router uses the Border Gateway Protocol (BGP) to advertise IP address ranges
to other networks and builds customer dynamic routes based on IP address information it
receives from other BGP peers. Cloud Router provides routing services for the following:

»  Dedicated Interconnect

= Partner Interconnect

= HAVPN

= Supported router appliances

By default, Cloud Router only advertises subnet routes. You can, however, configure
custom route advertisements to advertise only some subnet routes.

Cloud Armor

Cloud Armor is a layer 7 web application firewall (WAF) designed to mitigate distributed
denial-of-service (DDoS) attacks and prevent other unwanted access to applications, such
as cross-site scripting and SQL injection attacks. The preconfigured rules include protection
against the Open Web Application Security Project (OWASP) Top 10 threats.

Cloud Armor is configured using security policies that are designed to scrub incoming
requests from common layer 7 attacks. Some policies are available preconfigured, and you
can manually configure policies as well. In addition to rules defined using the Cloud Armor
custom rules language, you can also specify named IP lists to allow traffic only from trusted
third parties.
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Virtual Private Clouds

VPCs are like a network in a data center; they are network-based organizational structures
for controlling access to GCP resources. VPCs organize Compute Engine instances, App
Engine Flexible instances, and GKE clusters. They are global resources, so a single VPC can
span multiple regions.

You may recall that the resource hierarchy is another construct for group-

ITE ing and organizing resources. The resource hierarchy uses organizations,
folders, and projects to administer billing and organize objects for access
controls based on identities. VPCs are used to control network access to
resources.

A VPC is associated with a project or an organization, and projects can have multiple
VPCs. Resources within a VPC can communicate with other resources in the same VPC,
subject to firewall rules. Resources can also communicate with Google APIs and services.

VPC Subnets

In Google Cloud, a subnet is a regional resource that has a defined range of IP addresses
associated with it. It should be noted that IP ranges are defined for subnets; virtual private
clouds (VPCs) do not have IP address ranges associated with them.

A VPC can have subnets in each region to provide private addresses to resources in the
region. Since the subnets are part of a larger network, they must have distinct IP address
ranges. For example, a VPC with three subnets might use the ranges 10.140.10.0/20,
10.140.20.0/20, and 10.140.30.0/20 for the subnets. When a VPC is created, it can auto-
matically create subnets in each region, or you can specify custom subnet definitions
for each region that should have a subnet. If subnets are created automatically, their IP
ranges are based on the region. All automatic subnets are assigned IP addresses in the
10.nnn.0.0/20 range.

VPCs use routes to determine how to route traffic within the VPC and across subnets.
Depending on the configuration of the VPC, the VPC can learn regional routes only or multi-
regional, global routes.

VPCs have three modes: default, auto-mode, and custom. Default mode is automatically
created when you enable a project, but this can be turned off using organizational con-
straints. Auto-mode creates a subnet in every region when enabled, and they all use a specific
range, 10.128.0.0/9. Custom mode is used for production environments when you want full
control of subnetting. Also, VPC reserves four IP addresses from each subnet, and also the
smallest allowed subnet is /29 in Google Cloud.
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Shared VPC

Sometimes, it is necessary for resources in different projects to communicate. For example,

a data warehouse project may need to access a transactional database in an e-commerce
project to load e-commerce data into the data warehouse. For organizational reasons, it may
be preferable to keep the e-commerce and data warehouse systems in separate projects.

In general, Google recommends using a single VPC network when it meets your needs
because a single VPC network is easier to manage than the alternatives. However, if you have
multiple teams that have their own projects, then creating a single Shared VPC host project
with a single Shared VPC network can be used to meet network access requirements without
a lot of additional management overhead. With this configuration, resources in those
projects can communicate across project boundaries using private IP addresses.

A Shared VPC is a way to connect resources from multiple projects to a common VPC
network using private IP addresses. Shared VPCs have one host project and one or more ser-
vice projects. The host project and service project must be in the same organization with one
exception for service projects during migrations, in which case the service project may be in
a different organization.

The VPC networks in host projects are known as Shared VPC networks. A Shared VPC
network is defined in the host project and centrally shared. There are two sharing options for
subnets. All subnets in the host, including those created in the future, are shared. The other
option is to specify individual subnets that are shared.

Organization policy constraints can be used to prevent accidental deletion of host
projects, restrict where nonhost projects can be attached as service projects, and constrain
which subnets in the host project service projects can use.

Another advantage of Shared VPCs is that you can separate project and network management
duties. For example, some administrators may be given privileges to manage network resources,
such as firewall rules, while others are given privileges to manage project resources, like instances.
One way to allow traffic to flow between instances in each VPC is to use a Shared VPC.

Shared VPCs are useful when projects are in the same organization but are not used when
traffic needs to flow between projects in different organizations. In that case, VPC network
peering can be used.

VPC Network Peering

VPC network peering enables different VPC networks to communicate using private IP
address space, as defined in RFC 1918. VPC network peering is used as an alternative to
using external IP addresses or using VPN to link networks.

It is important to note that VPC peering can connect VPCs between organizations; VPC
sharing does not operate between organizations.

VPC network peering is typically used in software-as-a-service (Saa$S) platforms when the
SaaS$ provider wants to make its services available to customers, which use different organi-
zations within GCP. Also, organizations that have multiple network administrative domains
can use VPC network peering to access resources across those domains using private IP
addressing.
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The following are three primary advantages of VPC network peering:

»  There is lower latency because the traffic stays on the Google network and is not subject
to conditions on the public internet.

= Services in the VPC are inaccessible from the public internet, reducing the attack surface
of the organization.

= There are no egress charges associated with traffic when using VPC network peering.

It is important to note that peered networks manage their own resources, such as fire-
wall rules and routes. This is different from firewall rules and routes in a VPC, which are
associated with the entire VPC. Also, there is a maximum of 25 peering connections from a
single VPC.

VPC network peering works with Compute Engine, App Engine Flexible Environment,
and Google Kubernetes Engine.

VPC network peering requires both sides to set up a peering relationship. Peering is avail-
able only when both sides have matching configurations. If one side deletes a peering con-
nection, the connection in the other network enters an inactive mode.

The latency and throughput of peering traffic are the same as of private traffic within
the network.

Hybrid-Cloud Networking

Hybrid-cloud networking is the practice of providing network services between an on-
premises data center and a cloud. When two or more public clouds are linked together, that
is called a multicloud network. Multicloud networks may also include private data centers.
Typically, architects recommend hybrid-cloud or multicloud environments when there are
workloads that are especially well suited to run in one environment over another or when
they are trying to mitigate the risk of dependency on a particular cloud service. Here are
some examples:

= A batch processing job that uses a custom legacy application designed for a mainframe
is probably best run on-premises.

»  Ad hoc batch processing, such as transforming a large number of image files to a new
format, is a good candidate for a cloud computing environment, especially when low-
cost preemptible VMs are available.

»  An enterprise data warehouse that is anticipated to grow well into petabyte scale is well
suited to run in a cloud service such as BigQuery.

Hybrid-Cloud Design Considerations

When workloads are run in different environments, there is a need for reliable networking
with adequate capacity. A data warehouse in the cloud may use cloud and on-premises data



Hybrid-Cloud Networking 139

sources, in which case the network between the on-premises data center and GCP should
have sufficient throughput to transfer data for transformation and load operations per-
formed in the cloud.

In addition to throughput, architects need to consider latency. When running batch
processing workflow, latency is less of an issue than when running applications that depend
on services in the cloud and in a local data center. A web application running GCP may need
to call an application programming interface (API) function running on premises to evaluate
some business logic that is implemented in a COBOL application running on a mainframe.
In this case, the time to execute the function and the round-trip time transmitting data must
be low enough to meet the web application’s SLAs.

Reliability is also a concern for hybrid-cloud networking. A single network interconnect
can become a single point of failure. Using multiple interconnects, preferably from different
providers, can reduce the risk of losing internetwork communications. If the cost of main-
taining two interconnects is prohibitive, an organization could use a VPN that runs over the
public internet as a backup. VPNs do not have the capacity of interconnects, but the limited
throughput may be sufficient for short periods of time.

Architects also need to understand when to use different network topologies. Some
common topologies are as follows:

=  Mirrored topology: In this topology, the public cloud and private on-premises environ-
ments mirror each other. This topology could be used to set up test or disaster recovery
environments.

= Meshed topology: With this topology, all systems within all clouds and private networks
can communicate with each other.

»  Gated egress topology: In this topology, on-premises service APIs are made available to
applications running in the cloud without exposing them to the public internet.

»  Gated ingress topology: With this topology, cloud service APIs are made available to
applications running on premises without exposing them to the public internet.

»  Gated egress and ingress topology: This topology combines gated egress and
gated ingress.

=  Handover topology: In this topology, applications running on premises upload data to a
shared storage service, such as Cloud Storage, and then a service running in GCP consumes
and processes that data. This is commonly used with data warehousing and analytic services.

Depending on the distribution of workloads, throughput and latency requirements, and
topology, an architect may recommend one or more of these options supported in GCP.

Hybrid-Cloud Implementation Options
Hybrid-cloud computing is supported by three types of network links.
= Cloud VPN

*  Cloud Interconnect

= Direct peering
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Each of these options has advantages that favor their use in some cases. Also, there may
be situations where more than one of these options is used, especially when functional
redundancy is needed.

Cloud VPN

Cloud VPN is a GCP service that provides virtual private networks between GCP and on-
premises networks. Cloud VPN is implemented using [PSec VPNs and is available in two
types, HA VPN and Classic VPN. Some Classic VPN functionality is scheduled to be depre-
cated on March 31, 2022.

HA VPN provides an IPSec VPN connection with 99.99 percent availability. HA VPN
uses two connections to provide high availability. Each connection has its own external IP
address. HA VPN gateways support multiple tunnels. It is possible to configure an HA VPN
with just one active gateway, but that does not meet requirements for the 99.99 percent
availability SLA.

Classic VPN uses one network interface and one external IP address and provides 99.9
percent availability.

Each Cloud VPN tunnel supports up to 3 Gbps.

Data is transmitted over the public internet, but the data is encrypted at the origin
gateway and decrypted at the destination gateway to protect the confidentiality of data in
transit. Encryption is based on the Internet Key Exchange (IKE) protocol.

Cloud Interconnect

The Cloud Interconnect service provides high throughput and highly available networking
between GCP and on-premises networks. Cloud Interconnect is available in 10 Gbps or
100 Gbps configurations when using a direct connection between a Google Cloud access
point and your data center, known as Dedicated Interconnect.

When using a third-party network provider, called a Pariner Interconnect, customers have
the option of configuring 50 Mbps to 50 Gbps connections.

The advantages of using Cloud Interconnect include the following:

*  You can transmit data on private connections. Data does not traverse the
public internet.

= Private IP addresses in Google Cloud VPCs are directly addressable from on-premises
devices. There is no need for NAT or a VPN tunnel.

»  You have the ability to scale up Dedicated Interconnects to 80 Gbps using eight 10 Gbps
direct interconnects or 200 Gbps using two 100 Gbps interconnects.

*  You have the ability to scale up Partner Interconnects to 80 Gbps using eight 10 Gbps
partner interconnects.

A disadvantage of Cloud Interconnect is the additional cost and complexity of managing
a direct or partnered connection. If low latency and high availability are not required, then
using Cloud VPN will be less expensive and require less management.

An alternative to Cloud Interconnect is direct peering.
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Direct Peering

Network peering is a network configuration that allows for routing between networks.

Direct peering is a form of peering that allows customers to connect their networks to a
Google network point of access. This kind of connection is not a GCP service—it is a lower-
level network connection that is outside of GCP. It works by exchanging Border Gateway
Protocol (BGP) routes, which define paths for transmitting data between networks. It does
not make use of any GCP resources, like VPC firewall rules or GCP access controls.

Direct peering should be used when you need access to Google Workspace services in
addition to Google Cloud services. In other cases, Google recommends using Dedicated
Interconnect or Partner Interconnect.

When working with hybrid computing environments, first consider workloads and where
they are optimally run and how data is exchanged between networks. This can help you
determine the best topology for the hybrid or multicloud network.

There are three options for linking networks: Dedicated/Partner Interconnect, VPN, and
direct peering. Interconnects provide high throughput, low latency, and high availability.
VPNs are a lower-cost option that does not require managing site-to-site connections, but
throughput is lower. A third, not generally recommended, option is direct peering. This is an
option when requirements dictate that the connection between networks be at the level of
exchanging BGP routes.

Service-Centric Networking

Networking has traditionally been device-centric with IP addresses assigned to physical or
virtual devices. This model does not always work well in the cloud. One of the advantages
of using managed cloud services is that they abstract away from implementation details, like
the type and number of servers supporting a service. For example, when you use BigQuery
for data analysis, you do not need to configure servers to run your queries, and you do not
need to specify an IP address when using this service. While this is advantageous from a
management perspective, it means you do not have access to IP-based network controls.

Google Cloud provides several private access options for resources in a VPC to access
APIs and services without requiring an external API.

Private Service Connect for Google APls

The Private Service Connect for Google APIs allows users to connect to Google APIs and
services through an endpoint within their VPC network without the need for an external IP
address. The endpoint will forward traffic to the appropriate API or service. Clients can be GCP
resources and on-premises systems. GCP resources may or may not have an external IP address.
Private Service Connect endpoints are configured to access one of two bundles of APIs. The
All APIs endpoint (all-apis) provides access to the same APIs as private.googleapis.com.
VPC-SC (vpc-sc) provides access to the same APIs as restricted.googleapis.com.


http://private.googleapis.com
http://restricted.googleapis.com
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Private Service Connect for Google APIs with
Consumer HTTP(S)

The Private Service Connect for Google APIs with Consumer HTTP(S) is used to connect Google
APIs and services using internal HTTP(S) load balancers. Clients can be in GCP or on-premises.

Private Google Access

Private Google Access is used to connect external IP addresses and Private Google Access
domains to GCP APIs and services through the VPC’s default internet gateway. This private
access option is used when GCP resources do not have external IP addresses.

Private Google Access is enabled at the VPC subnet level. Private Google Access does not
enable APIs; you will need to do that separately. Your network will need to have routes
for the destination IP range used by Google APIs and services. If you use the private
.googleapis.comor restricted.googleapis.com domain name, you have to set up
DNS records to direct traffic to the IP addresses of those domains.

Private Google Access for On-Premises Hosts

The Private Google Access for On-premises Hosts is used to connect on-premises hosts to
Google APIs and service through a VPC network. On-premises clients may have external IP
addresses, but they are not required.

Cloud VPN and Cloud Interconnect can be used with Private Google Access for on-premises
hosts. This allows on-premises hosts to use internal IP addresses to reach Google services.

Private Service Connect for Published Services

The Private Service Connect for Published Services is used to connect to services in another
VPC without using an external IP address. The service being accessed needs to be published
using the Private Service Connect for Service Producers service.

Private Service Access

Private Service Access is used to connect from a serverless environment on GCP to resources
within a VPC using IP addresses. This is implemented using a VPC Network Peering con-
nection. The GCP VM instances connecting to services may have an external IP address, but
they do not need one.

Serverless VPC Access

Serverless VPC Access is used to connect from a serverless environment in GCP to resources
in a VPC using an internal address. This option supports Cloud Run, App Engine Standard,
and Cloud Functions.
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Load Balancing

Load balancing is the practice of distributing work across a set of resources. GCP provides
five different load balancers for different use cases. To determine which load balancer is an
appropriate choice in a given scenario, you will have to consider three factors.

= s the workload distributed to servers within a region or across multiple regions?

»  Does the load balancer receive traffic from internal GCP resources only or from external
sources as well?

»  What protocols does the load balancer need to support?

The answers to these questions will help you determine when to use each of the five types:
= Network TCP/UDP
= Internal TCP/UDP

=  HTTP(S)
= SSL Proxy
= TCP Proxy

Regional Load Balancing

The two regional load balancers are Network TCP/UDP and Internal TCP/UDP. Both work
with TCP and UDP protocols as their names imply.

Network TCP/UDP

The Network TCP/UDP load balancer distributes workload based on IP protocol, address,
and port. This load balancer uses forwarding rules to determine how to distribute traffic.
Forwarding rules use the IP address, protocol, and ports to determine which servers, known
as a target pool, should receive the traffic.

The Network TCP/UDP is a nonproxied load balancer, which means that it passes data
through the load balancer without modification. This load balancer only distributes traffic to
servers within the region where the load balancer is configured.

All traffic from the same connection is routed to the same instance. This can lead to
imbalance if long-lived connections tend to be assigned to the same instance. This is an
external-facing resource based in a specific region.

Internal TCP/UDP

The Internal TCP/UDP load balancer is the only internal load balancer. It is used to dis-
tribute traffic from GCP resources, and it allows for load balancing using private IP
addresses. It is a regional load balancer.

Instances of the Internal TCP/UDP load balancer support routing either TCP or UDP packets
but not both. Traffic passes through the Internal TCP/UDP load balancer and is not proxied.
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The Internal TCP/UDP load balancer is a good choice when distributing workload across
a set of backend services that run on a Compute Engine instance group in which all the
backend instances are assigned private IP addresses.

The internal TCP/UDP load balancers route traffic within a VPC. The network TCP/
UDP load balancers operate outside of VPCs. They handle traffic that can originate from
anywhere on the internet, on VMs in VPCs with eternal addresses, or on VMs in VPCs
through NAT.

When traffic needs to be distributed across multiple regions, then one of the global load
balancers should be used.

Global Load Balancing

The three global load balancers are the HTTP(S), SSL Proxy, and TCP Proxy Load Balancing
load balancers. All global load balancers require the use of the Premium Tier of net-
work services.

HTTP(S) Load Balancing

The HTTP(S) load balancer is used when you need to distribute HTTP and HTTPS traffic
globally, or at least across two or more regions.

HTTP(S) load balancers use forwarding rules to direct traffic to a target HTTP proxy.
These proxies then route the traffic to a URL map, which determines which target group to
send the request to based on the URL. For example, www.example.com/documents will
be routed to the backend servers that serve that kind of request, while www.example.com/
images would be routed to a different target group.

The backend service then routes the requests to an instance within the target group based
on capacity, health status, and zone.

In the case of HTTPS traffic, the load balancer uses SSL certificates that must be installed
on each of the backend instances. The backend resource for an HTTP(S) load balancer can
also be a storage bucket.

SSL Proxy Load Balancing

The SSL Proxy load balancer terminates SSL/TLS traffic at the load balancer and distrib-
utes traffic across the set of backend servers. After the SSL/TLS traffic has been decrypted, it
can be transmitted to backend servers using either TCP or SSL. SSL is recommended. Also,
this load balancer is recommended for non-HTTPS traffic; HTTPS traffic should use the
HTTP(S) load balancer.

The SSL Proxy load balancers will distribute traffic to the closest region that has capacity.
Another advantage of this load balancer is that it offloads SSL encryption/decryption for
backend instances.
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TCP Proxy Load Balancing

TCP Proxy Load Balancing lets you use a single IP address for all users regardless of where
they are on the globe, and it will route traffic to the closest instance.
TCP Proxy Load Balancing load balancers should be used for non-HTTPS and non-SSL traffic.
GCP provides load balancers tailored for regional and global needs as well as specialized
to protocols. When choosing a load balancer, consider the geographic distribution of back-
end instances, the protocol used, and whether the traffic is from internal GCP resources or
potentially from external devices.

Additional Network Services

Service Directory

Service Directory is a managed service for centralizing information about your services. Spe-
cifically, it manages metadata about services by allowing you to publish, discover, and con-
nect to services. Service Directory is essentially an endpoint registry.

Service Directory supports workloads in Compute Engine and Kubernetes Engine. It also
supports services in your on-premises data center and third-party clouds.

Cloud CDN

Cloud CDN is a content delivery network managed by Google Cloud. As with any content
delivery network, Cloud CDN provides the means to distribute content across the globe in
ways to minimize latency when accessing that data.

Cloud CDN works with external HTTP(S) Load Balancing. The load balancer provides a
public IP address while the CDN backend is responsible for providing content.

Cloud CDN content can come from several sources, including Compute Engine instance
groups, zonal network endpoint groups, App Engine, Cloud Run, Cloud Functions, and
Cloud Storage.

Cloud DNS

Cloud DNS is a managed global domain name service used to publish domain names.

DNS is a hierarchical, distributed database that uses authoritative servers to hold DNS
name records and uses nonauthoritative servers to cache DNS data for improved performance.

DN has several types of records, including A records, which are address records that
map domain names to IP addresses. CNAME or canonical name records store aliases. MX is
a mail exchange record, while NS records are name server records that assign a DNS zone to
an authoritative server.

Cloud DNS supports public and private zones. Public zones are visible to the internet.
Private zones are visible only from specified VPCs.
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Summary

VPCs are virtual private clouds that define a network associated with a project. VPCs have
subnets. Subnets are assigned IP ranges, and all instances within a subnet are assigned IP
addresses from its range. VPCs can share resources by setting up Shared VPCs. Shared VPCs
have one host project and one or more service projects.

VPC network peering enables different VPC networks to communicate using a private
IP address space, as defined in RFC 1918. VPC network peering is used as an alternative to
using external IP addresses or using VPN to link networks.

The flow of traffic within a VPC is controlled by firewall rules. Two implied rules allow
all outgoing traffic and deny most incoming traffic. Implied rules cannot be deleted, but they
can be overridden by higher-priority rules. When subnets are automatically created for a
VPC, a set of default rules are created to allow typical traffic patterns, such as using SSH to
connect to an instance.

Hybrid-cloud networking is the practice of providing network services between an on-
premises data center and a cloud. Design considerations include latency, throughput, reli-
ability, and network topology. Hybrid-cloud networks can be implemented using Cloud
VPN, Cloud Interconnect, and direct peering.

Google Cloud provides service-centric networking services for controlling access to APIs
and services.

Load balancing is the practice of distributing work across a set of resources. GCP pro-
vides five different load balancers: Network TCP/UDP, Internal TCP/UDP, HTTP(S), SSL
Proxy, and TCP Proxy Load Balancing. Choose a load balancer based on regional or multire-
gional distribution of traffic, protocol, and internal or external traffic.

Exam Essentials

Understand virtual private clouds. Virtual private clouds are like a network in a data
center; they are network-based organizational structures for controlling access to GCP
resources. They are global resources, so a single VPC can span multiple regions. VPCs are
global resources. Subnets are regional resources.

Know VPCs may be shared. Shared VPCs include a host VPC and one or more service
VPCs. Shared VPCs are used to make resources in one project accessible to resources in
other projects. Another advantage of Shared VPCs is that you can separate project and net-
work management duties.

Know what firewall rules are and how to use them. Firewall rules control network traffic
by blocking or allowing traffic to (ingress) or from (egress) a network. Firewall rules in
Google Cloud are defined at the network level, but connections are allowed or denied on

a per-instance basis. Two implied rules allow all outgoing traffic and deny most incoming
traffic. Implied rules cannot be deleted, but they can be overridden by higher-priority rules.
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When subnets are automatically created for a VPC, default rules are created to allow typical
traffic patterns. These rules include default-allow-internal, default-allow-ssh,
default-allow-rdp, and default-allow-icmp.

Know CIDR block notation. You can specify an IP range using the CIDR notation. This
consists of an IPv4 IP address followed by a /, followed by an integer. The integer specifies
the number of bits used to identify the subnet; the remaining bits are used to determine the
host address.

Understand why hybrid-cloud networking is needed. When workloads are run in different
environments, there will be a need for reliable networking with adequate capacity. Key con-
siderations include latency, throughput, reliability, and network topology.

Understand hybrid-cloud connectivity options and their pros and cons. Three ways to
implement hybrid-cloud connectivity are Cloud VPN, Cloud Interconnect, and direct peer-
ing. Cloud VPN is a GCP service that provides virtual private networks between GCP and
on-premises networks using the public internet. The Cloud Interconnect service provides
high throughput and highly available networking between GCP and an on-premises network
using private network connections.

Know service-centric networking options for private access. Private access options allow
VMs in a VPC to reach APIs and services without requiring an external IP address. Serverless
VPC access is used with Cloud Run, App Engine Standard, and Cloud Functions.

Know the five types of load balancers and when to use them. The five types of load bal-
ancers are Network TCP/UDP, Internal TCP/UDP, HTTP(S), SSL Proxy, and TCP Proxy.
Choosing among these requires understanding if traffic will be distributed within a single
region or across multiple regions, which protocols are used, and whether the traffic is
internal or external to GCP.
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Review Questions

Your team has deployed a VPC with default subnets in all regions. The lead network architect
at your company is concerned about possible overlap in the use of private addresses. How
would you explain how you are dealing with the potential problem?

A. You inform the network architect that you are not using private addresses at all.

B. When default subnets are created for a VPC, each region is assigned a different IP
address range.

C. You have increased the size of the subnet mask in the CIDR block specification of the set
of IP addresses.

D. You agree to assign new IP address ranges on all subnets.

A data warehouse service running in GCP has all of its resources in a single project. The
e-commerce application has resources in another project, including a database with transac-
tion data that will be loaded into the data warehouse. The data warehousing team would like
to read data directly from the database using extraction, transformation, and load processes

that run on Compute Engine instances in the data warehouse project. Which of the following
network constructs could help with this?

A. Shared VPC

B. Regional load balancing

C. Direct peering

D. Cloud VPN

An intern working with your team has changed some firewall rules. Prior to the change, all
Compute Engine instances on the network could connect to all other instances on the net-

work. After the change, some nodes cannot reach other nodes. What might have been the
change that causes this behavior?

A. One or more implied rules were deleted.

B. The default-allow-internal rule was deleted.

C. The default-all-+icmp rule was deleted.

D. The priority of a rule was set higher than 65535.

The network administrator at your company has asked that you configure a firewall rule that
will always take precedence over any other firewall rule. What priority would you assign?

A. 0

B. 1

C. 65534

D. 65535
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During a review of a GCP network configuration, a developer asks you to explain CIDR
notation. Specifically, what does the 8 mean in the CIDR block 172.16.10.2/8?

A. 8 is the number of bits used to specify a host address.

B. 8 is the number of bits used to specify the subnet mask.

C. 8 is the number of octets used to specify a host address.

D. 8 is the number of octets used to specify the subnet mask.

Several new firewall rules have been added to a VPC. Several users are reporting unusual
problems with applications that did not occur before the firewall rule changes. You’d like

to debug the firewall rules while causing the least impact on the network and doing so as
quickly as possible. Which of the following options is best?

A. Set all new firewall priorities to 0 so that they all take precedence over other rules.

B. Set all new firewall priorities to 65535 so that all other rules take precedence over these
rules.

C. Disable one rule at a time to see whether that eliminates the problems. If needed, disable
combinations of rules until the problems are eliminated.

D. Remove all firewall rules and add them back one at a time until the problems occur and
then remove the latest rule added back.

An executive wants to understand what changes in the current cloud architecture are
required to run compute-intensive machine learning workloads in the cloud and have the
models run in production using on-premises servers. The models are updated daily. There is
no network connectivity between the cloud and on-premises networks. What would you tell
the executive?

A. Implement additional firewall rules.

B. Use global load balancing.

C. Use hybrid-cloud networking.

D. Use regional load balancing.

To comply with regulations, you need to deploy a disaster recovery site that has the same

design and configuration as your production environment. You want to implement the
disaster recovery site in the cloud. Which topology would you use?

A. Gated ingress topology

B. Gated egress topology

C. Handover topology

D. Mirrored topology

Network engineers have determined that the best option for linking the on-premises network
to GCP resources is by using an IPSec VPN. Which GCP service would you use in the cloud?
A. Cloud IPSec

B. Cloud VPN

C. Cloud Interconnect IPSec

D. Cloud VPN IKE



150

10.

1.

12.

13.

14.

Chapter 6 = Designing Networks

Network engineers have determined that a link between the on-premises network and GCP
will require an 8 Gbps connection. Which option would you recommend?

A. Cloud VPN

B. Partner Interconnect

C. Direct Interconnect

D. Hybrid Interconnect

Network engineers have determined that a link between the on-premises network and GCP

will require a connection between 60 Gbps and 80 Gbps. Which hybrid-cloud networking
services would best meet this requirement?

A. Cloud VPN

B. Cloud VPN and Direct Interconnect

C. Direct Interconnect and Partner Interconnect

D. Cloud VPN, Direct Interconnect, and Partner Interconnect

The director of network engineering has determined that any links to networks outside of

the company data center will be implemented at the level of BGP routing exchanges. What
hybrid-cloud networking option should you use?

A. Direct peering

B. Indirect peering

C. Global load balancing
D. Cloud IKE

A startup is designing a social site dedicated to discussing global political, social, and envi-
ronmental issues. The site will include news and opinion pieces in text and video. The startup
expects that some stories will be exceedingly popular, and others won’t be, but they want to
ensure that all users have a similar experience with regard to latency, so they plan to replicate
content across regions. What load balancer should they use?

A. HTTP(S)

B. SSL Proxy

C. Internal TCP/UDP
D. TCP Proxy

As a developer, you foresee the need to have a load balancer that can distribute load using
only private RFC 1918 addresses. Which load balancer would you use?

A. Internal TCP/UDP
B. HTTP(S)

C. SSL Proxy

D. TCP Proxy
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After a thorough review of the options, a team of developers and network engineers have
determined that the SSL Proxy load balancer is the best option for their needs. What other
GCP service must they have to use the SSL Proxy load balancer?

A. Cloud Storage

B. Cloud VPN

C. Premium Tier networking

D. TCP Proxy Load Balancing

You want to connect to access Cloud Storage APIs from a Compute Engine VM that has only
an internal IP address. What GCP service would you use to enable that access?

A. Private Service Connect for Google APIs

B. Dedicated Interconnect

C. Partner Interconnect

D. HA VPN
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Identity and Access Management and
Related Access Control Services

The Identity and Access Management (IAM) service is designed to allow you to specify what
operations specific users can perform on particular resources. This is also described as spec-
ifying “who gets to do what on which resources.” IAM is the recommended way to control
access in most cases. In some limited cases, such as in a development environment, the older
basic roles system may be used. More on that to follow.

The first step to understanding IAM is to understand the abstractions used. The primary
elements of IAM are as follows:

» Identities and groups
= Resources

= Permissions

= Roles

= Policies

It is essential to have a solid grasp of these concepts to function as a Google Cloud
architect.

Identities and Groups

Identities and groups are entities that are used to grant access permissions to users.

Identities

An identity is an entity that represents a person or other agent that performs actions on a
GCP resource. Identities are sometimes called members. There are several kinds of identities:

= Google account
= Service account

= Cloud Identity domain
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Google accounts are used by people and represent people who interact with GCP, such
as developers and administrators. These accounts are designated by an email address that
is linked to a Google account. For example, jane.doe@gmail.com could be an identity in
GCP. The domain of the email does not have to be gmail.com it just has to be associated
with a Google account.

Service accounts are used by applications running in GCP. These are used to give appli-
cations their own set of access controls instead of relying on using a person’s account for
permissions. Service accounts are also designated by email addresses. You can create multiple
service accounts for an application, each with its own set of access control capabilities. When
you create a service account, you specify a name of the account, such as gcp-arch-exam.
IAM will then create an associated email such as gcp-arch-exam@gcp-certs-1.1iam.
gserviceaccount.com, where gcp-certs-1 is the project ID of the project hosting the
service account. Note that not all service accounts follow this pattern. When App Engine cre-
ates a service account, it uses the appspot.gserviceaccount.com domain.

Cloud Identity is an (IDaaS) offering. Users who do not have Google accounts or G Suite
accounts can use the Cloud Identity service to create an identity. It will not be linked to a
Google account, but it will create an identity that can be used when assigning roles and
permissions.

Cloud Identity can be configured to delegate authentication to other identity providers
that use OIDC or SAML. This is convenient when the primary source of truth about an
application is an enterprise identity provider.

Groups

Related to identities are Google Groups, which are sets of Google accounts and service
accounts. Groups have an associated email address. Groups are useful for assigning permis-
sions to sets of users. When a user is added to a group, that user acquires the permissions
granted to the group. Similarly, when a user is removed from the group, they no longer
receive permissions from the group. Google Groups do not have login credentials, and there-
fore they cannot be used as an identity.

G Suite domains are another way to group identities. A G Suite domain is one that is
linked to a G Suite account; that is, a G Suite account consists of users of a Google service
account that bundles mail, Docs, Sheets, and so on for businesses and organizations. All
users in the G Suite account are members of the associated group. Like Google Groups, G
Suite domains can be used for specifying sets of users, but they are not identities.

Resources

Resources are entities that exist in the Google Cloud platform and can be accessed by users.
Resources is a broad category that essentially includes anything that you can create in GCP.
Resources include the following:

= Projects

= Virtual machines
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= App Engine applications
»  Cloud Storage buckets
= Pub/Sub topics

Google has defined a set of permissions associated with each kind of resource. Permis-
sions vary according to the functionality of the resource.

Permissions

A permission is a grant to perform some action on a resource. Permissions vary by the type
of resource with which they are associated. Storage resources will have permissions related
to creating, listing, and deleting data. For example, a user with the bigquery.tables
.create permission can create tables in BigQuery. Cloud Pub/Sub has a permission called
pubsub.subscriptions.consume, which allows users to read from the Cloud Pub/Sub
topic it is associated with.

Here are some examples of other permissions used by Compute Engine:

. compute.instances.get
= compute.networks.use
=  compute.securityPolicies.list
Here are some permissions used with Cloud Storage:
= resourcemanager.projects.get
=  resourcemanager.projects.list
= storage.objects.create

For the purpose of the exam, it is not necessary to know specific permissions. However,
it is important to know that the permissions in IAM are fine-grained; that is, they grant per-
missions to do limited operations. Usually, for each Google Cloud API endpoint, there is a
permission associated with it. There are API endpoints for almost every kind of action that
you can take in GCP so that there is basically a one-to-one relationship between the things
that you can do and the permissions to do them.

One of the reasons why it is not required to know specific permissions in detail is that
GCP administrators do not have to work with them very often. Instead, they work with
roles, which are collections of permissions.

Roles

Roles are sets of permissions. One of the most important things to remember about TAM is
that administrators grant roles, not permissions, to identities. You cannot grant a permission
directly to a user—you must grant it by assigning a role to an identity.

Roles can be granted to identities. An identity can have multiple roles. Roles are granted
for projects, folders, or organizations, and they apply to all resources under those. In other
words, resources in those projects, folders, or organizations assume those roles when the role
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applies to the type of resource. For example, roles granted to a project that grants permis-
sions to Compute Engine instances are applied to VM instances in that project.
There are three types of roles.

= Predefined
=  Basic

=  Custom

Predefined Roles

Predefined roles are created and managed by GCP. The roles are organized around groups of
tasks commonly performed when working with IT systems, such as administering a server,
querying a database, or saving a file to a storage system. Roles have names such as the
following;:

= roles/bigquery.admin

= roles/bigquery.dataEditor

= roles/cloudfunction.developer
= roles/cloudsql.viewer

The naming convention is to use the prefix roles/ followed by the name of the service
and a name associated with a person’s organizational responsibilities.

For the purpose of the exam, it is important to understand how predefined roles are
structured and named. There may be questions about what role is needed to perform a task,
but you will likely be able to choose the correct answer based on the service name and the
function performed. Some function names are used repeatedly in predefined roles, such as
viewer, admin, and editor.

Basic Roles

GCP did not always have the IAM service. Before IAM was released, permissions were
grouped into a set of three roles that are now called basic roles, and previously these were
known as primitive roles.

=  Viewer
= Editor
=  Owner

The Viewer role grants a user read-only permission to a resource. A user with a Viewer
role can see but not change the state of a resource.

The Editor role has all the capabilities of the Viewer role and can also modify the state of
the resource. For example, users with the Editor role on a storage system can write data to
that system.

The Owner role includes the capabilities of the Editor role and can also manage roles and
permissions for the resource to which it is assigned. For example, if the owner role is granted
on a project to a user, then that user can manage roles and permissions for all resources in
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the project. The Owner role can also be assigned to specific resources, such as a Compute
Engine instance or a Cloud Pub/Sub topic. In those cases, the permissions apply only to that
specific resource.

Users with the Owner role can also set up billing if the resources are being billed to the
billing account associated with the resources’ parent organization. It is possible, however, to
have resources that are billed to a different account. This happens when a large enterprise
has multiple GCP organizations but wants all resources to be billed to a single billing
account. In these cases, it is necessary to have explicit permissions associated with the billing
account to do anything with it.

As a general rule, you should favor the use of predefined roles over basic roles except
in cases where resources are used by a small, trusted group of individuals. A DevOps team
working in a development environment is an example of a use case for using basic roles.
Using basic roles can reduce the administrative overhead of managing access controls.

Custom Roles

When the predefined roles do not fit a particular set of needs, users of GCP can set up their
own roles. These are known as custom roles. With custom roles, administrators can specify a
particular set of permissions. This is useful when you want to ensure that a user has the few-
est permissions possible and is still able to perform tasks associated with their role. This is an
example of following the principle of least privilege. It is considered a security best practice.

In highly secure production environments, developers may be able to view code (Get) in
production but not change it (Set). If developers are deploying code that makes use of Cloud
Functions, they could be granted the role roles/cloudfunctions.developer. This role
includes several permissions, including cloudfunctions. functions.sourceCodeGet
and cloudfunctions. functions.sourceCodeSet. The cloudfunctions. functions
.sourceCodeGet permission is not a problem, but the developer should not have the
cloudfunctions. functions.sourceCodeSet permission. In a case like this, you should
create a custom role that has all of the permissions of roles/cloudfunctions
.developer except cloudfunctions. functions.sourceCodeSet.

Policies

In addition to granting roles to identities, you can associate a set of roles and permissions
with resources by using policies. A policy is a set of statements that define a combination of
users and the roles. This combination of users (or members as they are sometimes called) and
a role is called a binding. Policies are specified using JSON.

In the following example from Google’s IAM documentation, the role roles/storage_
objectAdmin is assigned to four identities, and the roles/storage_objectViewer is
assigned to one identity—a user with the email bob@example.com:

{
"bindings": [
{

"role": "roles/storage.objectAdmin",
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"members": [

"user:alice@example.com",
"serviceAccount:my-other-app@appspot.gserviceaccount.com",
"group:admins@example.com",

"domain:google.com" ]

3

{
"role": "roles/storage.objectViewer",
"members": ["user:bob@example.com"]

}

]

}

Source: cloud.google.com/iam/docs/overview

Policies can be managed using the Cloud IAM APIL, which provides three functions.
= setIamPolicy for setting policies on resources
= getIamPolicy for reading policies on resources
* testIamPermissions for testing whether an identity has a permission on a resource

Policies can be set anywhere in the resource hierarchy, such as at the organization, folder,
or project level (see Figure 7.1). They can also be set on individual resources. Policies set at
the project level are inherited by all resources in the project including projects under it in
the hierarchy, while policies set at the organization level are inherited by all resources in all
folders and projects in the organization. If the resource hierarchy is changed, permissions
granted by policies change accordingly.

FIGURE 7.1 Google Cloud Platform resource hierarchy
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Cloud IAM Conditions

Cloud IAM Conditions is a feature of IAM that allows you to specify and enforce
conditional access controls based on the attributes of a resource. This allows you to grant
access to an identity when specified conditions are met. Conditions are defined in resources
role bindings.

Conditions are expressed using the Common Expression Language (CEL), which is
designed for specifying attribute-based logic expressions. CEL includes variables, operators,
and functions and can reference resource attributes as well as attributes of the requestor.
Resource attributes include the type of a resource, the resource’s name, and tags attached to
the resource. Request attributes include the access level, the date and time, and the destina-
tion IP address and port.

The GCP services that have resource types that support conditional role bindings are
Bigtable, Cloud KMS, Cloud SQL, Cloud Storage, Compute Engine, Identity-Aware Proxy,
Resource Manager, and Secret Manager. IAM Conditions are available only for Cloud
Storage buckets that use uniform bucket-level access.

IAM Best Practices

Google recommends several best practices for using IAM securely. For more details, see
cloud.google.com/iam/docs/using-iam-securely.

Favor predefined roles over basic roles. Predefined roles are designed to provide all of the
permissions needed for a user or service account to carry out a particular set of tasks. Use
basic roles only for small teams that do not need granular permissions or in development
and test environments where having broad groups of permissions can facilitate the use of
the environment without introducing too much risk. When using predefined roles, assign the
most restricted set of roles needed to do a job. For example, if a user only needs to list Cloud
Pub/Sub topics, then grant pubsub. topics.list only.

Think in terms of #rust boundaries, which set the scope of where roles and permissions
should apply. For example, if you have three services in an application, consider having three
trust boundaries—one for each service. You could use a different service account for each
service and assign it just the roles it needs. For example, if only one of the services writes to
Cloud Storage, then only that service should have permissions to write to Cloud Storage.

If either of the other services is compromised, it will not have permission to write to Cloud
Storage and thus limit the amount of damage that can be done.

Review where policies are set in the resource hierarchy. Folders inherit from the orga-
nization, and projects inherit from the organization and their containing folders. Policies
assigned to a child entity cannot affect its parent entity.

Restrict access to roles that allow a user to administer IAM roles and policies. The
Project IAM Admin and Folder IAM Admin roles allow a user to modify policies but
do not grant the permissions needed to read, write, or otherwise administer resources. The
effective policy for a resource is the union of the policy set at that resource and the policy
inherited from its parent.
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When you have to assign multiple roles to enable users to perform a task, grant those
roles to a group and then add users to the group. This way, if you need to modify the set
of roles needed to perform the task, you will only have to change the group and not each
individual user.

Review the Cloud Audit Logs messages for changes to IAM policies. Also, limit access
to audit logs using logging roles, such as roles/logging.viewer and roles/logging.
privateLogViewer. Restrict access to roles/logging.admin, which gives all permis-
sions related to logging.

IAM gives cloud administrators tools to craft sets of permissions granted to users and ser-
vice accounts precisely. Another way of ensuring the confidentiality, integrity, and availability
of cloud applications is with sound data security practices.

Identity-Aware Proxy

Identity-Aware Proxy (IAP) is an application layer (layer 7)-based access control for applica-
tions accessed using HTTPS. IAP allows you to define access control policies for applications
and resources.

Applications that use IAP provide access to users who have proper IAM roles. When TAP
is enabled, an IAP authentication server receives information about the protected resource,
the request URL, and any IAP credentials in the request. IAP checks browser credentials, and
if they do not exist, the user is redirected to sign in using OAuth 2.0 Google Account authen-
tication. The IAP server verifies the user is authorized to access the resource.

It is important to note that when using IAP, you will need to implement network controls
to prevent traffic that does not come from the IAP serving infrastructure.

IAP for On-Premises Apps allows you to use IAP to protect applications that run
outside of GCP.

Workload Identity Federation

Workload Identity Federation allows you to use IAM to grant external identities IAM roles.
Workload identities are organized into workload identity pools. Google recommends cre-
ating separate workload pools for each external environment that needs access to your GCP
resources.

Workload Identity Federation depends on workload identity providers that manage the
external identities. A range of identity providers are supported, including AWS, Azure Active
Directory, on-premises Active Directory, Okta, and Kubernetes clusters.

Identity federation is implemented using SAML or OAuth 2.0 token exchange. The
credentials associated with an identity include attributes that are mapped to equivalent attri-
butes in a Google Cloud token. Attribute conditions defined using CEL are supported as well.

Workload Identity Federation allows for service account impersonation. To allow for this,
you would grant roles/iam.workloadIdentityUser on the service account with the
roles needed to execute the target workload.
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Organization Constraints

In addition to IAM access controls, we can limit what GCP users and service accounts can
do by using organization policy constraints. A constraint is a rule that is applied to pre-
vent some action or configuration choice from being made. This is useful when you want to
implement policies across an organization. For example, if you want to prevent serial port
access to a VM in Compute Engine, you can specify the constraints/compute.disable-
SerialPortAccess constraint.

Some constraints apply to multiple Google Cloud services, and some apply to specific ser-
vices. The multiservice constraints include Resource Location Restriction, which defines a
set of locations where location-based resources can be created, and Restrict Allowed Google
Cloud APIs and services, which limit the set of APIs that can be enabled.

There is a range of service-specific constraints. The full list is available at cloud
.google.com/resource-manager/docs/organization-policy/org-policy-
constraints. Here are some examples:

=  App Engine Disable Source Code Download, to prevent download of code previously
uploaded to App Engine

»  Cloud Run Allowed Binary Authorization Policies, which defines the set of Binary
Authorization policy names that are allowed to be specified on a Cloud Run resource

»  Cloud SQL Restrict Public IP Access on Cloud SQL Instances, to restrict the use of IP
addresses on Cloud SQL instances

= Cloud Storage Enforce Public Access Prevention, to prevent public exposure of data by
not allowing public access to Cloud Storage data

= Compute Engine Shielded VMS, which requires all new Compute Engine VMs to use
Shielded disk images

= TAM Disable Cross-Project Service Account Usage, to prevent service accounts from
being used in projects other than the one they were created in

Organization constraints provide a convenient way to implement policies across organiza-
tion resources.

Data Security

GCP provides multiple mechanisms for securing data in addition to IAM policies, which
control access to data. Two essential services are encryption and key management. Also,
there are a number of ways to protect access to data in Cloud Storage, which are out-
lined here.
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Encryption

Encryption is the process of encoding data in a way that yields a coded version of data that
cannot be practically converted back to the original form without additional information
such as a key. We typically distinguish between encryption at rest and encryption in transit.

Encryption at Rest

Google encrypts data at rest by default. You do not have to configure any policy to enable
this feature. This applies to all Google data storage services, such as Cloud Storage, Cloud
SQL, and Cloud Bigtable. Encryption at rest actually occurs at multiple levels.

= At the platform level, database and file data is protected using AES256 and AES128
encryption.

= At the infrastructure level, data is grouped into data chunks in the storage system, and
each chunk is encrypted using AES256 encryption.

» At the hardware level, storage devices apply AES256 in almost all cases, but as of July
2020, a small number of older persistent disks use AES128 encryption.

At the platform level, distributed filesystems and databases encrypt data. The granularity
of encryption can vary across services. For example, Cloud SQL encrypts all data in a data-
base instance with the same key, while Cloud Spanner, Bigtable, and Cloud Firestore encrypt
data using the infrastructure encryption mechanism.

When Google Cloud stores data in the storage system, it stores it in subfile chunks that
can be up to several gigabytes in size. Each chunk is encrypted with its own key, known as a
data encryption key (DEK). If a chunk is updated, a new key is used. Keys are not used for
more than one chunk. Also, each chunk has a unique identifier that is referenced by access
control lists (ACLs) to limit access to the chunks, which are stored in different locations to
make it even more difficult for a malicious actor to piece them together.

In addition to encrypting data that is in chunks, Google also encrypts the data encryption
keys using a second key. This is known as envelope encryption. The key used to encrypt a
DEK is known as a key encryption key (KEK).

In addition to the chunk-level encryption that occurs at the infrastructure level, when
blocks of data are written to persistent storage, the storage device encrypts those blocks
using either AES128 or AES256. Older devices use AES128, but new storage devices
use AES256.

To summarize encryption at rest:

»  Data at rest is encrypted by default in Google Cloud Platform.

»  Data is encrypted at multiple levels, including the application, infrastructure, and
device levels.

»  Data is encrypted in chunks. Each chunk has its own encryption key, which is called a
data encryption key.

= Data encryption keys are themselves encrypted using a key encryption key.
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Google Cloud manages much of the encryption process, including managing keys. This
is helpful for users who want Google Cloud to manage all aspects of encryption. In cases
where organizations need to manage their own keys, they will have to use one of two key
management methods, described in the “Key Management” section.

Before delving into key management, let’s look at encryption in transit.

Encryption in Transit

Encryption in transit, also called encryption in motion, is used to protect the confidenti-
ality and integrity of data in the event that the data is intercepted in transit. GCP uses a
combination of authenticating sources and encryption to protect data in transit.

Google distinguishes data in transit on the Google network and data in transit on the
public internet. Data within the boundaries of the Google network is authenticated but may
not be encrypted. Data outside the physical boundaries of the Google network is encrypted.

Users of applications running in Google Cloud communicate with the application over
the internet. Traffic incoming from users to the Google Cloud is routed to the Google Front
End, a globally distributed proxy service. The Google Front End terminates HTTP and
HTTPS traffic and routes it over the Google network to servers running the application. The
Google Front End provides other security services, such as protecting against distributed
denial-of-service (DDoS) attacks. Google Front End also implements global load balancers.

All traffic to Google Cloud services is encrypted by default. Google Cloud and the client
negotiate how to encrypt data using either Transport Layer Security (TLS) or the Google-
developed protocol QUIC (in the past, this term stood for Quick UDP Internet Connections,
but now the name of the protocol is simply QUIC).

Within the Google Cloud infrastructure, Google uses Application Layer Transport
Security (ALTS) for authentication and encryption. This is done at layer 7 of the OSI net-
work model.

GCP offers encryption at rest and encryption in transit by default. Cloud users do not
have to do anything to ensure that encryption is applied to their data. Users of GCP services
can, however, determine how encryption keys are managed.

Key Management

There are many data encryption and key encryption keys in use at any time in the
Google Cloud.

Default Encryption

Google manages these keys by default for users. When using default encryption, cus-
tomers have no access to keys or control over how keys are rotated. DEKs are stored near
the data chunks that they encrypt. There is a separate DEK for each data chunk, but one
KEK can be used to encrypt multiple DEKs. The KEKs are stored in a centralized key
management service.
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The DEKSs are generated by the storage service that is storing the data chunk using a
common cryptographic library. The DEKs are then sent to the centralized key management
service, where they are themselves encrypted using the storage system’s KEK. When the
storage system needs to retrieve data, it sends the DEK to the key management service,
where the calling service is authenticated, and the DEK is decrypted and sent back to the
storage system.

Cloud KMS Key Management

Cloud KMS is a hosted key management service in Google Cloud. It enables customers
to generate and store keys in GCP. It is used when customers want control over key
management but do not need keys to reside on their own key management infrastructure.

Cloud KMS supports a variety of cryptographic keys, including AES256, RSA 2048, RSA
3072, RSA 4096, EC P256, and EC P384. It also provides functionality for automatically
rotating keys and encrypting DEKs with KEKs. Cloud KMS keys can be destroyed, but there
is a 24-hour delay before the key is destroyed in case someone accidentally deletes a key or
in the event of a malicious act.

Cloud KMS keys can be used for application-level encryption in GCP services, including
Compute Engine, BigQuery, Cloud Storage, and Cloud Dataproc.

Cloud KMS allows users to import keys that are managed outside of Google.

Cloud HSM

Cloud HSM provides support for using keys only on FIPS 140-2 level 3 hardware security
modules (HSMs). FIPS 140-2 is a U.S. government security standard for cryptographic mod-
ules. Level 3 requires tamper-evident physical security as well as protections to respond to
attempts to tamper.

Customer-Supplied Keys

Another alternative for key management is customer-supplied keys. Customer-supplied
keys are used when an organization needs complete control over key management,
including storage.

In this model, keys are generated and kept on-premises and used by GCP services to
encrypt the customer’s data. These keys are passed with other arguments to API function
calls. When the keys are sent to GCP, they are stored in memory while being used. Customer-
supplied keys are not written to persistent storage.

Encryption and key management are essential components of a comprehensive security
regime. Data at rest and in transit are encrypted by default. Keys are managed by default
by GCP but can be managed by cloud users. Cloud KMS is a hosted managed key service
that generates and stores keys in the cloud on behalf of a user. Customer-supplied keys are
managed on-premises and sent to Google as part of API calls. Customer-supplied keys allow
customers the greatest amount of control but also require infrastructure and management
procedures that are not needed when using default encryption.
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Customer-Managed Encryption Keys

Customer-managed encryption keys (CMEKSs) are keys that are managed by customers of
Google Cloud using Cloud KMS. When using CMEKSs, customers have more control over
the key lifecycle. Customers using CMEKs can limit Google Cloud’s ability to decrypt data
by disabling keys. In addition, customers can automatically or manually rotate keys when
using CMEKs.

Cloud External Key Manager

Cloud External Key Manager (Cloud EKM) allows customers to manage keys outside of
Google Cloud and set up Cloud KMS to use those externally managed keys.

Cloud Storage Data Access

When you create a bucket in Cloud Storage, you can choose to use uniform or fine-grained
access. With uniform bucket-level access you use only IAM to manage permissions while
fine-grained access enables the use of ACLs along with IAM. Google recommends using uni-
form access. With uniform access, you can grant permissions at the bucket or project level.
Fine-grained access controls were designed to support interoperability with AWS S3 buckets,
but it is considered a legacy access control method.

In addition to uniform and fine-grained access, you can use signed URLs to provide access
to objects for a short period of time. Signed URLs are useful when you want to grant access
to a small number of objects in a bucket that has otherwise limited access.

Cloud Storage buckets can also be made publicly accessible; however, cloud administra-
tors can prevent public access by enabling the public access prevention resource constraint.

With regard to uploading data into Cloud Storage, you can create signed policy docu-
ments to restrict what can be uploaded. With policy documents you can limit uploads based
on object size, content type, and other characteristics.

It is a good practice to validate uploads and downloads to Cloud Storage using either
CRC32C or MDS5 checksums. This can help protect the integrity of data by detecting dif-
ferences in source and transferred data due to network problems, memory errors, bugs, or
malicious tampering. CRC32C is the Google-recommended way to validate data because it
supports composite objects, such as those created when you upload an object as multiple
components loaded in parallel.

Security Evaluation

Cloud users can expend significant time and resources configuring and managing iden-
tity management services, access controls, and encryption key management. Without a
formal evaluation process, however, they are in the dark about how well these measures
protect their systems. Two ways to evaluate the extent of the protection provided by the
combination of security measures in place are penetration testing and auditing.
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Penetration Testing

Penetration testing is the process of simulating an attack on an information system to gain
insights into potential vulnerabilities. Penetration tests are authorized by system owners.

In some cases, penetration testers know something about the structure of the network,
servers, and applications being tested. In other cases, testers start without detailed knowledge
of the system that they are probing.

Penetration testing occurs in these five phases.

=  Reconnaissance is the phase at which penetration testers gather information about the
target system and the people who operate it or have access to it. This could include
phishing attacks that lure a user into disclosing their login credentials or details of soft-
ware running on their network equipment and servers.

»  Scanning is the automated process of probing ports and checking for known and
unpatched vulnerabilities.

=  Gaining access is the phase at which the attackers exploit the information gathered in
the first two phases to access the target system.

» In the maintaining access phase, attackers will do things to hide their presence, such as
manipulating logs or preventing attacking processes from appearing in a list of processes
running on a server.

»  Removing footprints, the final phase, involves eliminating indications that the attackers
have been in the system. This can entail manipulating audit logs and deleting data and
code used in the attack.

During a penetration test, testers will document how they gathered and exploited
information, what if any vulnerabilities they exploited, and how they removed indications
that they were in the system.

You do not have to notify Google when conducting a penetration test, but you must still
comply with the terms of service for GCP.

You can find details on how to perform penetration testing at the Highly Adaptive Cyber-
security Services site at www. gsa.gov/technology/technology-products-services/
it-security/highly-adaptive-cybersecurity-services-hacs, at the Penetration
Testing Execution Standard organization at www.pentest-standard.org/index.php/
Main_Page, and at the Open Web Application Security Project at owasp.org/www-
project-penetration-testing-kit.

Auditing

Auditing is basically reviewing what has happened on your system. In the case of Google
Cloud, there are a number of sources of logging information that can provide background
details on what events occurred on your system and who executed those actions.

Your applications should generate logs that identify significant events, especially security-
related events. For example, if a new user is granted administrator rights to an application,
that should be logged.
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The Cloud Logging agent will collect logs for widely used services, including syslog,
Jenkins, Memcached, MySQL, PostgreSQL, Redis, and ZooKeeper. For a full list of logs col-
lected, see cloud.google.com/logging/docs/agent/default-logs.

Managed services, like Compute Engine, Cloud SQL, and App Engine, log information to
Cloud Logging logs.

Cloud Audit Logs is a GCP service that records administrative actions and data opera-
tions. Administrative actions that modify configurations or metadata of resources are always
logged by Cloud Audit Logs. Data access logs record information when data is created,
modified, or read. Data access logs can generate large volumes of data so that it can be con-
figured to collect information for select GCP services. System Event audit logs are generated
by Google Cloud systems and record details of actions that modify resource configurations.
Policy Denied audit logs record information related to when Google Cloud denies access to a
user or service account because of a security policy.

The logs are saved for a limited period of time. Often, regulations require that audit logs
be retained for longer periods of time. Plan to export audit logs from Cloud Audit Logs and
save them to Cloud Storage or BigQuery. They can also be written to Cloud Pub/Sub.

Logs are exported from Cloud Logging, which supports the following three
export methods:

= JSON files to Cloud Storage
»  Logging tables to BigQuery datasets
= JSON messages to Cloud Pub/Sub

You can use lifecycle management policies in Cloud Storage to move logs to differ-
ent storage tiers, such as Nearline and Coldline storage, or delete them when they reach a
specified age.

Penetration testing and logging are two recommended practices for keeping your
systems secure.

Security Design Principles

As a cloud architect, you will be expected to know security design principles such as separa-
tion of duties, least privileges, and defense in depth.

Separation of Duties

Separation of duties (SoD) is the practice of limiting the responsibilities of a single individual
in order to prevent the person from successfully acting alone in a way detrimental to the
organization. A simple example comes from finance.

In a finance department that practices separation of duties, a single person cannot both
create a bill to be paid and pay the bill. If they could, that person could create a false bill in
the finance system and then approve its payment. We have similar situations in information
technology.


https://cloud.google.com/logging/docs/agent/default-logs
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If there is concern that developers should not have the ability to deploy application code
to production without first having it reviewed, then the deployment process could be con-
figured to require that another developer review the code before releasing it. In this case, the
developer who wrote the code cannot be the one to review it.

This kind of practice is used in DevOps organizations that prioritize agility and rapid
release of new features. In an organization where security is a higher priority, then devel-
opers may not be allowed to deploy code to production at all. Instead, that responsibility is
given to a different role.

Sometimes duties extend outside of development or system administration. For example,
an organization may require a senior manager to approve giving a root privilege to an
account on systems that store sensitive and confidential information. Another person, such
as a system administrator, would then actually create the account. In this case, approval and
execution are separated.

There are limits to separation of duties. In small organizations, there may not be
enough staff to separate duties as much as one would like. For example, if only one person
knows how to administer operating systems, then that person would likely have complete
access to any part of the system. In such a case, the system administrator could make a
malicious change to the operating system and then modify logs to hide those actions. In
these cases, other practices, such as third-party audits, can be used to mitigate the risk of
malicious activity.

Least Privilege

Least privilege is the practice of granting only the minimal set of permissions needed to per-
form a duty. IAM roles and permissions are fine-grained and enable the practice of least priv-
ilege. Consider, for example, roles associated with App Engine.

roles/appengine.appAdmin can read, write, and modify access to all application con-
figuration and settings.

roles/appengine.appViewer has read-only access to all application configuration
and settings.

roles/appengine.codeViewer has read-only access to all application configuration,
settings, and deployed source code.

roles/appengine.deployer has read-only access to all application configuration and
settings and has write access to create a new version but cannot modify existing versions
other than deleting versions that are not receiving traffic.

roles/appengine.serviceAdmin has read-only access to all application configuration
and settings and has write access to module-level and version-level settings but cannot
deploy a new version.
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Someone who is responsible for auditing App Engine code in production only needs
to view code and does not need to change it. They can have only roles/appengine.
codeViewer and still be able to perform their duties. In an organization where developers
release code into production but then an application administrator takes over responsibility,
developers can be granted roles/appengine.deployer, and the application administrator
can have roles/appengine.serviceAdmin.

The predefined roles in IAM are designed to fit the needs of common roles found in
information technology. There is likely to be a predefined IAM role for most organizational
roles. If not, you can create a custom role and assign that role the specific privileges required.

The basic roles—roles/viewer, roles/editor, and roles/owner—are not suitable for imple-
menting the principle of least privilege. These roles grant broad permissions, such as the
ability to view all existing resources and data in a project. These may be suitable for some
situations, such as a small team development environment, but they should not be used when
blanket access to resources is not acceptable.

Defense in Depth

Defense in depth is the practice of using more than one security control to protect resources
and data. For example, to prevent unauthorized access to a database, a user attempting to
read the data may need to authenticate to the database and must be executing the request
from an IP address that is allowed by firewall rules.

Defense in depth prevents an attacker from gaining access to a resource by exploiting a
single vulnerability. If an attacker used a phishing scheme to coax a user’s login credentials,
they could then log in and bypass the protection of the authentication system. With a fire-
wall rule in place to allow traffic only from trusted IP addresses, the attacker could not reach
the resource from other IP addresses. The attacker would have to try to spoof an IP address
or gain physical access to a location with devices assigned a trusted IP address.

Defense in depth assumes that any security control can be compromised. One might be
tempted to think a widely used open source application that has source code available to
anyone would have been reviewed so much that any vulnerabilities have been found and
corrected. That is not the case.

For example, in 2014, the Heartbleed vulnerability was found in OpenSSL, a widely used
open source cryptographic software library. The vulnerability allowed attackers to read
memory of servers or clients running the compromised version. For more information on
Heartbleed, see heartbleed.com. In 2021, a vulnerability in Log4j was discovered that
allowed an unauthenticated remote actor to execute arbitrary code loaded from an LDAP
server. For more on the impact of this vulnerability, see security.googleblog
.com/2021/12/understanding-impact-of-apache-log4j.html.

These security design principles are often used to secure systems, especially when those
systems are subject to regulations.


http://heartbleed.com/
https://security.googleblog.com/2021/12/understanding-impact-of-apache-log4j.html
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Major Regulations

Governments and industry organizations have developed rules and regulations to protect the
privacy of individuals, ensure the integrity of business information, and ensure that a base-
line level of security is practiced by organizations using information technology. As a cloud
architect, you should understand widely applicable regulations, such as HIPAA/HITECH,
which applies to individuals living in the United States, and GDPR, which applies to individ-
uals living in the European Union.

Although HIPAA/HITECH and GDPR are different regulations, they have overlapping
goals. It is not surprising that similar security controls and practices are often used to comply
with both. Two other regulations with which you should be familiar for the Professional
Cloud Architect exam are SOX and the Children’s Online Privacy Protection Act.

Compliance is a shared responsibility of Google and GCP customers.

ITE Google is responsible for protecting the physical infrastructure of GCP
and lower levels of the GCP platform. Customers are responsible for
application-level security, assigning access controls to users, and prop-
erly configuring resources.

HIPAA/HITECH

HIPAA is a federal law in the United States that protects individuals’ healthcare information.
It was enacted in 1996 and updated in 2003 and 2005. HIPAA is a broad piece of legisla-
tion, but from a security perspective, the most important parts are the HIPAA Privacy Rule
and the HIPAA Security Rule.

The HIPAA Privacy Rule is a set of rules established to protect a patient’s healthcare
information. It sets limits on data that can be shared by healthcare providers, insurers, and
others with access to protected information. This rule also grants patients the right to review
information in their records and request information. For further details on this rule, see the
following:

www.hhs.gov/hipaa/for-professionals/privacy/index.html

The HIPAA Security Rule defines standards for protecting electronic records containing
personal healthcare information. The rule requires organizations that hold electronic health-
care data to ensure the confidentiality, integrity, and availability of healthcare information,
protect against expected threats, and prevent unauthorized disclosures. In practice, this
requires security management practices, access control practices, incident response proce-
dures, contingency planning, and evaluation of security measures. For more information on
the HIPAA Security Rule, see the following:

www.hhs.gov/hipaa/for-professionals/security/index.html


https://www.hhs.gov/hipaa/for-professionals/privacy/index.html
https://www.hhs.gov/hipaa/for-professionals/security/index.html

172 Chapter 7 = Designing for Security and Legal Compliance

The Health Information Technology for Economic and Clinical Health (HITECH) Act
was enacted in 2009, and it includes rules governing the transmission of health information.
HITECH extended the application of HIPAA to business associates of healthcare providers
and insurers. Business associates that provide services to healthcare and insurance providers
must follow HIPAA regulations as well.

When using Google Cloud for data and processes covered by HIPAA, you should
know that all of Google Cloud infrastructure is covered under Google’s Business Associate
Agreement (BAA), and many GCP services are as well, including Compute Engine, App
Engine, Kubernetes Engine, BigQuery, Cloud SQL, and many other products. For a complete
list, see the following:

cloud.google.com/security/compliance/hipaa

For more on HITECH, see the following:

www . hhs.gov/hipaa/for-professionals/special-topics/hitech-act-
enforcement-interim-final-rule/index.html

General Data Protection Regulation

The EU’s GDPR was passed in 2016 and began enforcement in 2018. The purpose of this
regulation is to standardize privacy protections across the European Union, grant controls to
individuals over their private information, and specify security practices required for organi-
zations holding the private information of EU citizens.

GDPR distinguishes controllers and processors. A controller is a person or organization
that determines the purpose and means of processing personal data. A processor is a person
or organization that processes data on behalf of a controller.

Controllers are responsible for gaining and managing consent of individuals whose data
is collected. Controllers direct processors on implementing the wishes of individuals who
request access or changes to data. Processors are responsible for securing data and conduct-
ing audits to ensure that security practices are functioning as expected.

In the event of a data breach, data processors must notify the controller. Controllers in
turn must notify the supervising authority, which varies by country, and individuals whose
data was compromised.

For more information on GDPR, see the following:

gdpr-info.eu

Sarbanes-Oxley Act

SOX is a U.S. federal law passed in 2002 to protect the public from fraudulent accounting
practices in publicly traded companies. The legislation includes rules governing financial
reporting and information technology controls. SOX has three rules covering destruction
and falsification of records, the retention period of records, and the types of records that
must be kept.


https://cloud.google.com/security/compliance/hipaa/
https://www.hhs.gov/hipaa/for-professionals/special-topics/hitech-act-enforcement-interim-final-rule/index.html
https://www.hhs.gov/hipaa/for-professionals/special-topics/hitech-act-enforcement-interim-final-rule/index.html
https://gdpr-info.eu/
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Under SOX, public companies are required to implement controls to prevent tampering
with financial data. Annual audits are required as well. This typically means that companies
will need to implement encryption and key management to protect the confidentiality of data
and access controls to protect the integrity of data.

For more information on Sarbanes-Oxley, see www.soxlaw.com.

Children’s Online Privacy Protection Act

COPPA is a U.S. federal law passed in 1998 that requires the U.S. Federal Trade Commission
to define and enforce regulations regarding children’s online privacy. This legislation is pri-
marily focused on children under the age of 13, and it applies to websites and online services
that collect information about children.

The rules require online service operators to do the following:

= Post clear and comprehensive privacy policies.

= Provide direct notice to parents before collecting a child’s personal information.

»  Give parents a choice about how a child’s data is used.

= Give parents access to data collected about a child.

= Give parents the opportunity to block collection of a child’s data.

= Keep a child’s data only so long as needed to fulfill the purpose for which it was created.
» In general, maintain the confidentiality, integrity, and availability of collected data.

Personal information covered by this rule includes name, address, online contact
information, telephone number, geolocation data, and photographs.
For more information on COPPA, see the following:

www . ftc.gov/tips-advice/business-center/guidance/complying-coppa-
frequently-asked-questions

ITIL Framework

ITIL, which was formerly known as the Information Technology Infrastructure Library, is a
set of IT service management practices for coordinating IT activities with business goals and
strategies. ITIL specifies 34 practices grouped into three broad areas.

»  General management practices, which include strategy, architecture, risk management,
security management, and project management

»  Service management practices, which include business analysis, service design, capacity
and performance management, incident management, and IT asset management

»  Technical management practices, which include deployment management, infrastructure
management, and software development management


https://www.soxlaw.com
https://www.ftc.gov/tips-advice/business-center/guidance/complying-coppa-frequently-asked-questions
https://www.ftc.gov/tips-advice/business-center/guidance/complying-coppa-frequently-asked-questions
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One reason an organization may adopt ITIL is to establish repeatable good practices that
span business and technical domains within an organization.
For more on information ITIL, see the following:

www . tsoshop.co.uk/product/9789401804394/Business-and-Management/
ITIL-4-pocket-guide

Summary

Designing for security and compliance is multifaceted. IAM is used for managing identities,
groups, roles, permissions, and related functionality. Predefined roles are preferred over basic
roles in most situations. Policies are used to associate a set of roles and permissions with

a resource.

Encryption is used to protect data in transit and at rest. Google Cloud encrypts data at
rest by default. Google Cloud can manage keys, or customers can manage their own keys. It
is strongly suggested that you use security best practices, including separation of duties and
defense in depth.

Exam Essentials

Know the key components of the Identity and Access Management service. The key com-
ponents of the IAM service include identities and groups, resources, permissions, roles, and
policies. Identities can be a Google account, a service account, or a Cloud Identity account.
Identities can be collected into Google Groups or G Suite groups.

Understand roles are sets of permissions. Remember that IAM permissions are granted to
roles and roles are granted to identities. You cannot grant a permission directly to an iden-
tity. Google has created predefined roles that map to common organizational roles, such as
administrators, viewers, and deployers. Predefined roles have all of the permissions someone
in that organizational role typically needs to perform their duties. Custom roles can also be
created if the predefined roles do not fit your needs.

Basic roles should be used in limited situations.  Basic roles are the owner, editor, and
viewer. These roles existed prior to IAM and grant coarse-grained permissions to identities.
Basic roles should be used only in cases where users need broad access, such as developers in
a development environment. In general, you should favor predefined roles over basic roles or
custom roles.

Resources are entities in GCP that can be accessed by a user. Access is controlled by
IAM. Resources is a broad category that essentially includes anything that you can cre-
ate in GCP including projects, virtual machines, storage buckets, and Cloud Pub/Sub topics.


https://www.tsoshop.co.uk/product/9789401804394/Business-and-Management/ITIL-4-pocket-guide
https://www.tsoshop.co.uk/product/9789401804394/Business-and-Management/ITIL-4-pocket-guide
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Permissions vary by type of resource. Cloud Pub/Sub, for example, has permissions related
to writing messages to topics and creating subscriptions. Those permissions would not make
sense for other types of resources. Some role patterns are used across entity types, such as
admin and viewer.

Policies are used to associate a set of roles and permissions with resources. A policy is a
set of statements that define a combination of users and roles. This combination of users and
a role is called a binding. Policies are specified using JSON. Policies are used in addition to
IAM identity-based access controls to limit access to resources.

Understand the resource hierarchy.  Organizations are at the top of the hierarchy. Orga-
nizations contain folders and projects. Folders can contain other folders as well as projects.
Access controls assigned to entities in the hierarchy are inherited by entities lower in the
hierarchy. Access controls assigned to an entity do not affect entities higher in the hierarchy.

Know that Google encrypts data at rest by default. Data is encrypted at multiple levels. At
the platform level, database and file data is protected using AES256 and AES128 encryption.
At the infrastructure level, data is grouped into data chunks in the storage system, and each
chunk is encrypted using AES256 encryption. At the hardware level, storage devices apply
AES256 or AES128 encryption.

Data at rest is encrypted with a data encryption key (DEK). The DEK is encrypted with

a KEK. Data is encrypted in chunks, and the DEK is kept near the data that it encrypts.
The service writing the data has a KEK, which is used to encrypt the DEK. Google manages
rotating KEKSs.

Understand how Google encrypts data in transit.  Google distinguishes data in transit

on the Google network and data in transit on or over the public internet. Data within the
boundaries of the Google network is authenticated but may not be encrypted. Data outside
the physical boundaries of the Google network is encrypted.

Know the three types of key management. Google provides default key management in
which Google generates, stores, and manages keys. With the Cloud KMS Key Management
service, customers manage the generation, rotation, and destruction of keys, but the KMS
service stores the keys in the cloud. Customer-supplied keys are fully managed and stored
on-premises by customers.

Understand the role of penetration testing and auditing. Both are forms of security eval-
uation. The goal of penetration testing is to find vulnerabilities in services by simulating an
attack by malicious actors. You do not have to notify Google when you perform penetration
testing. The purpose of auditing is to ensure that security controls are in place and func-
tioning as expected.

Know security best practices, including separation of duties, least privilege, and defense
in depth.  Separation of duties is the practice of limiting the responsibilities of a single
individual in order to prevent the person from successfully acting alone in a way detrimental
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to the organization. Least privilege is the practice of granting only the minimal set of per-
missions needed to perform a duty. Defense in depth is the practice of using more than one
security control to protect resources and data.

Understand how to use security controls to comply with regulations. Governments and
industry organizations have developed rules and regulations to protect the privacy of indi-
viduals, ensure the integrity of business information, and make sure that a baseline level of
security is practiced by organizations using information technology. Architects should under-
stand the broad requirements of these regulations. Regulations often have common require-
ments around confidentiality, integrity, and availability.
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Review Questions

1. A company is migrating an enterprise application to Google Cloud. When running on-
premises, application administrators created user accounts that were used to run background
jobs. There was no actual user associated with the account, but the administrators needed an
identity with which to associate permissions. What kind of identity would you recommend
using when running that application in GCP?

A. Google-associated account
B. Cloud Identity account
C. Service account
D. Batch account
2. You are tasked with managing the roles and privileges granted to groups of developers,
quality assurance testers, and site reliability engineers. Individuals frequently move between

groups. Each group requires a different set of permissions. What is the best way to grant
access to resources that each group needs?

A. Create a group in Google Groups for each of the three groups: developers, quality
assurance testers, and site reliability engineers. Add the identities of each user to their
respective group. Assign predefined roles to each group.

B. Create a group in Google Groups for each of the three groups: developers, quality
assurance testers, and site reliability engineers. Assign permissions to each user and then
add the identities to their respective group.

o

Assign each user a Cloud Identity, and grant permissions directly to those identities.

D. Create a G Suite group for each of the three groups: developers, quality assurance
testers, and site reliability engineers. Assign permissions to each user and then add the
identities to their respective group.

3.  You are making a presentation on Google Cloud security to a team of managers in your
company. Someone mentions that to comply with regulations, the organization will have to
follow several security best practices, including least privilege. They would like to know how
GCP supports using least privilege. What would you say?

A. GCP provides a set of three broad roles: owner, editor, and viewer. Most users will
be assigned viewer unless they need to change configurations, in which case they will
receive the editor role, or if they need to perform administrative functions, in which case
they will be assigned owner.

B. GCP provides a set of fine-grained permissions and predefined roles that are assigned
those permissions. The roles are based on commonly grouped responsibilities. Users will
be assigned only the predefined roles needed for them to perform their duties.

C. GCP provides several types of identities. Users will be assigned a type of identity most
suitable for their role in the organization.

D. GCP provides a set of fine-grained permissions and custom roles that are created and
managed by cloud users. Users will be assigned a custom role designed specifically for
that user’s responsibilities.
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An online application consists of a front-end service, a back-end business logic service,

and a relational database. The front-end service is stateless and runs in an instance group
that scales between two and five servers. The back-end business logic runs in a Kubernetes
Engine cluster. The database is implemented using Cloud SQL PostgreSQL. How many trust
domains should be used for this application?

A. 1.
B. 2.
C. 3.

D. None. These services do not need trust domains.

In the interest of separating duties, one member of your team will have permission to per-
form all actions on logs. You will also rotate the duty every 90 days. How would you grant
the necessary permissions?

A. Create a Google Group, assign roles/logging.admin to the group, add the identity
of the person who is administering the logs at the start of the 90-day period, and remove
the identity of the person who administered logs during the previous 90 days.

B. Assign roles/logging.admin to the identity of the person who is administering the
logs at the start of the 90-day period, and revoke the role from the identity of the person
who administered logs during the previous 90 days.

C. Create a Google Group, assign roles/logging.privatelLogViewer to the group,
add the identity of the person who is administering the logs at the start of the 90-day
period, and remove the identity of the person who administered logs during the previous
90 days.

D. Assign roles/logging.privatelLogViewer to the identity of the person who is
administering the logs at the start of the 90-day period, and revoke the role from the
identity of the person who administered logs during the previous 90 days.

Your company is subject to several government and industry regulations that require
all personal healthcare data to be encrypted when persistently stored. What must you
do to ensure that applications processing protected data encrypt it when it is stored on
disk or SSD?

A. Configure a database to use database encryption.

B. Configure persistent disks to use disk encryption.

C. Conlfigure the application to use application encryption.

D. Nothing. Data is encrypted at rest by default.

Data can be encrypted at multiple levels, such as at the platform, infrastructure, and device

levels. Data may be encrypted multiple times before it is written to persistent storage. At the
device level, how is data encrypted in GCP?

A. AES256 or AES128 encryption
B. Elliptic curve cryptography

C. Data Encryption Standard (DES)
D. Blowfish
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In GCP, each data chunk written to a storage system is encrypted with a data encryption key.
The key is kept close to the data that it encrypts to ensure low latency when retrieving the
key. How does GCP protect the data encryption key so that an attacker who gained access to
the storage system storing the key could not use it to decrypt the data chunk?

A. Writes the data encryption key to a hidden location on disk

B. Encrypts the data encryption key with a key encryption key

C. Stores the data encryption key in a secure Cloud SQL database

D. Applies an elliptic curve encryption algorithm for each data encryption key

Data can be encrypted at different layers of the OSI network stack. Google Cloud may
encrypt network data at multiple levels. What protocol is used at layer 7?

A. TIPSec

B. TLS
C. ALTS
D. ARP

After reviewing security requirements with compliance specialists at your company, you
determine that your company will need to manage its own encryption keys. Keys may be
stored in the cloud. What GCP service would you recommend for storing keys?

A. Cloud Datastore

B. Cloud Firestore

C. Cloud KMS

D. Bigtable

The finance department of your company has notified you that logs generated by any finance
application will need to be stored for five years. It is not likely to be accessed, but it has to be

available if needed. If it were needed, you would have up to three days to retrieve the data.
How would you recommend storing that data?

A. Keep it in Cloud Logging.

B. Export it to Cloud Storage and store it in Archive class storage.

C. Export it to BigQuery and partition it by year.

D. Export it to Cloud Pub/Sub using a different topic for each year.

The legal department in your company notified software development teams that if a
developer can deploy to production, then that developer cannot be allowed to perform

the final code review before deploying to production. This is an example of which security
best practice?

A. Defense in depth

B. Separation of duties
C. Least privilege
D

Encryption at rest
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A startup has hired you to advise on security and compliance related to their new online
game for children ages 10 to 14. Players will register to play the game, which includes collect-
ing the name, age, and address of the player. Initially, the company will target customers in
the United States. With which regulation would you advise them to comply?

A. HIPAA/HITECH

B. SOX
C. COPPA
D. GDPR

The company for which you work is expanding from North America to set up operations in
Europe, starting with Germany and the Netherlands. The company offers online services that
collect data on users. With what regulation must your company comply?

A. HIPAA/HITECH

B. SOX
C. COPPA
D. GDPR

Enterprise Self-Storage Systems is a company that recently acquired a startup software
company that provides applications for small and midsize self-storage companies. The
company is concerned that the business strategy of the acquiring company is not aligned
with the software development practices of the software development teams of the acquired
company. What IT framework would you recommend the company follow to better align
business strategy with software development?

A. ITIL

B. TOGAF

C. Porters Five Forces Model
D. Ansoff Matrix
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A reliable system continuously provides its service. Reliability is
closely related to availability. Reliability is a probability, specif-
ically, the probability that a system will be able to process some
specified workload for some period of time. Availability is a measure of the percentage of
time that a system is functioning and able to meet some specified workload. The difference
between reliability and availability is important to keep in mind when thinking about met-
rics and service-level agreements (SLAs). When thinking broadly about ensuring that services
are functioning and, if not, that they can be restored quickly, the two concepts may seem

to overlap.

In this book, and for the purposes of the Google Cloud Professional Architect certification
exam, we will focus on reliability from a reliability engineering perspective. That is, how do
we design, monitor, and maintain services so that they are reliable and available? This is a
broad topic that will get a high-level review in this book. For a detailed study of reliability
engineering, see the book Site Reliability Engineering: How Google Runs Production Sys-
tems edited by Betsy Beyer, Chris Jones, Jennifer Petoff, and Niall Richard Murphy (O’Reilly,
2016). Many of the topics presented here, and especially those in the “System Reliability”
section of this chapter, are discussed in detail in the SRE book, as it is commonly known.

Improving Reliability with Cloud
Operations Suite

It is difficult, if not impossible, to provide reliable software services without insights into
how that software is functioning. The state of software systems is constantly changing, espe-
cially in the cloud, where infrastructure as well as code can change frequently. Also, demands
on applications change.

» A new service might be more popular than anticipated, so additional compute infra-
structure is needed to meet demand.

= Seasonal variations, such as holiday shopping, can lead to expected high workloads.

= Anerror in a service may be disrupting a workflow, resulting in a backlog of unpro-
cessed tasks.

» A database runs out of persistent storage and can no longer execute critical transactions.

= The cache hit ratio is dropping for an application because the memory size is no longer
sufficient to meet the needs of the service; this does not block operations, but it does
slow down workload processing because of increased latency reading data from persis-
tent storage instead of memory.
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There are many other ways that things can go wrong in complicated, distributed systems.
In addition, even when services are operating as expected, we may be using more resources
than needed. Having detailed data about the state of applications and infrastructure can help
us maintain reliable and cost-efficient services.

Google Cloud Platform offers Cloud Operations Suite, formerly known as Stackdriver, a
comprehensive set of services for collecting data on the state of applications and infrastruc-
ture. Specifically, it supports three ways of collecting and receiving reliability information.

»  Monitoring: This service is used to help understand performance and utilization of
applications and resources.

»  Logging: This service is used to collect service-specific details about the operations
of services.

= Alerting: This service is used to notify responsible parties about issues with applications
or infrastructure that need attention.

Together, these three components of Cloud Operations Suite provide a high degree of
observability into cloud systems.

Google Cloud also has Cloud Profiler for continuous CPU and heap profiling, Cloud
Trace for distributed tracing and identifying high latency services, and Cloud Debugger for
inspecting the state of running applications. These tools are primarily useful for developing
new application code and diagnosing problems with running code.

Monitoring with Cloud Monitoring

Monitoring is the practice of collecting measurements of key aspects of infrastructure and
application performance. Examples include average CPU utilization over the past minute, the
number of bytes written to a network interface, and the maximum memory utilization over
the past hour. These measurements, which are known as metrics, are made repeatedly over
time and constitute a time series of measurements.

Metrics

Metrics have a particular pattern that includes a property of an entity, a time range, and a
numeric value. GCP has defined metrics for a wide range of entities, including the following;:

= GCP services, such as BigQuery, Cloud Storage, and Compute Engine

= Operating system and application metrics that are collected by Cloud Monitoring agents
that run on VMs

»  Anthos metrics, which include Kubernetes and Istio metrics

= AWS metrics that measure performance of Amazon Web Services resources, such as
EC2 instances

»  External metrics including metrics defined in Prometheus, a popular open source moni-
toring tool

In addition to the metric name, value, and time range, metrics can have labels associ-
ated with them. This is useful when querying or filtering resources that you are interested in
monitoring.
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Time Series

A time series is a set of metrics recorded with a time stamp. Often, metrics are collected at

a specific interval, such as every second or every minute. A time series is associated with a
monitored entity. Table 8.1 shows an example of a CPU utilization time series for a VM.
Time is shown in epochs, which is the number of seconds that have elapsed since midnight of
January 1, 1970, in the UTC time zone, excluding leap seconds.

TABLE 8.1 Example of a CPU utilization time series for aVM instance

Time CPU Utilization
1563838664 76
1563838724 67
1563838784 68
1563838844 62
1563838904 71
1563838964 73
1563839024 73
1563839084 61
1563839144 65

Cloud Monitoring provides an API for working with time-series metrics. The API sup-
ports the following:

»  Retrieving time series in a project, based on metric name, resource properties, and other
attributes

»  Grouping resources based on properties
=  Listing group members

»  Listing metric descriptors

» Listing monitored entities descriptors

Common ways of working with metrics are using dashboards and alerting.
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Dashboards

Dashboards are visual displays of time series. For example, Figure 8.1 shows a simple dash-
board with several time-series metrics.

FIGURE 8.1 Service dashboard showing time-series data
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Source: cloud.google.com/blog/products/management-tools/cloud-monitoring-
dashboards-using-an-api

Dashboards are customized by users to show data that helps monitor and meet service-
level objectives or diagnose problems with a particular service. Dashboards are especially
useful for determining correlated failures. For example, one dashboard may indicate that
you are not meeting your service-level objective of response time for purchase transactions.
You might then switch to a dashboard that shows performance metrics for your applica-
tion server, database, and cache. From there, you could determine which of the main three
components of the systems are having performance issues. If, for example, the cache hit rate
is unusually low, that can lead to greater IO load on the database, which can increase the
latency of purchase transactions. Crafting informative dashboards is often an iterative pro-
cess. You may know key performance indicators that you should monitor when you first cre-
ate a service, but over time you may monitor additional metrics. For example, if you had an
incident because of a lag in a messaging service, you may want to monitor several metrics of
the messaging service to catch potential problems before they occur.

Of course, watching a dashboard for potential problems is not the most efficient use of
DevOps engineers’ time. Reliable systems also depend on alerting and automation to notify
engineers when a problem arises and needs their attention.


https://cloud.google.com/blog/products/management-tools/cloud-monitoring-dashboards-using-an-api
https://cloud.google.com/blog/products/management-tools/cloud-monitoring-dashboards-using-an-api
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Alerting with Cloud Monitoring

Alerting is the process of monitoring metrics and sending notifications when some custom-
defined conditions are met. The goal of alerting is to notify someone when there is an
incident or condition that cannot be automatically remediated and that puts service-level
objectives at risk. If you are concerned about having enough CPU capacity for intermit-
tent spikes in workload, you may want to run your application servers at an average of

70 percent utilization or less. If utilization is greater than 80 percent, then you may want to
be notified.

Policies, Conditions, and Notifications

Alerting policies are sets of conditions, notification specifications, and selection criteria for
determining resources to monitor.

Conditions are rules that determine when a resource is in an unhealthy state. Alerting
users can determine what constitutes an unhealthy state for their resources. Determining
what is healthy and what is unhealthy is not always well defined. For example, you may
want to run your instances with the highest average CPU utilization possible, but you
also want to have some spare capacity for short-term spikes in workload. (For sustained
increases in workload, autoscaling should be used to add instances to handle the persistent
extra load.)

Finding the optimal threshold may take some experimentation. If the threshold is too
high, you may find that performance degrades, and you are not notified. On the other hand,
if the threshold is too low, you may receive notifications for incidents that do not warrant
your intervention. These are known as false alerts. It is important to keep false alerts to a
minimum. Otherwise, engineers may suffer “alert fatigue,” in which case there are so many
unnecessary alerts that engineers are less likely to pay attention to them.

Reducing Alerts

In addition to tuning alerts, reliability can be improved by automatically responding to
changes in workload or other conditions. In Compute Engine, an application can run in an
instance group of VMs with load balancing and autoscaling enabled. In this case, engineers
will need to set thresholds for when to add or remove instances, but using autoscaling can
reduce the number of times notifications are sent about VM resources utilization.

A further step toward automation is to use managed services when possible. Instead of
running a relational database in Compute Engine to support a data warehouse, you could
use BigQuery. In that case, there is no need to monitor servers because it is a serverless
product. Of course, there are servers running BigQuery software, but they are managed by
Google, which handles monitoring and incident response.

When you are alerted to a condition that needs your attention, you may need to collect
information about the state of the system. Logs are excellent sources of such information.
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Logging with Cloud Logging

Cloud Logging is a centralized log management service. Logs are collections of messages that
describe events in a system. Unlike metrics that are collected at regular intervals, log mes-
sages are written only when a particular type of event occurs. Here are some examples:

» If a new user account is added to an operating system and that account is granted root
privileges, a log message with details about that account and who created it may be
written to an audit log.

»  When a database connection error message is received by an application, the application
may write a log message with data about the time and the type of operation that would
have been performed.

»=  Applications running on the Java virtual machine may need to reclaim memory that is
no longer in use. This process is called garbage collection. Log messages may be written
at the start and end of garbage collection.

Cloud Logging provides the ability to store, search, analyze, and monitor log messages
from a variety of applications and cloud resources. An important feature of Cloud Logging
is that it can store logs from virtually any application or resource, including GCP resources,
other cloud resources, or applications running on premises. The Cloud Logging API accepts
log messages from any source.

Some of the most important features of Cloud Logging are its search and analysis fea-
tures. In addition to text searching, logs can be easily exported to BigQuery for more
structured SQL-based analysis. Logging is also integrated with Cloud Monitoring, so log
messages can trigger notifications from the alerting system. Metrics can also be created from
log messages, so the functionality of Cloud Monitoring is available for logs as well.

Applications and resources can create a large volume of log data. Cloud Logging will
retain log messages for 30 days. If you would like to keep logs for longer, then you can
export them to Cloud Storage or BigQuery for longer retention periods.

Log Analytics is a new feature in Pre-GA at the time of writing that allows you to directly
query log data using BigQuery and SQL. When using Log Analytics, your log data is stored
in a data set that is managed by BigQuery.

Logs can also be streamed to Cloud Pub/Sub if you would like to use third-party tools to
perform near real-time operations on the log data.

To summarize, Cloud Operations Suite provides three essential tools for observing and
understanding the state of services: monitoring, alerting, and log management. Monitoring
collects basic data about a wide array of resource characteristics and their performance
over time. Alerting evaluates metric data to determine when some predefined conditions are
met, such as high CPU utilization for an extended period of time. Logging collects messages
about specific events related to application and resource operations. The combination of all
three provides a foundation for understanding how complicated systems function and can
help improve reliability.
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Open Source Observability Tools

In addition to Google Cloud-specific services like Cloud Monitoring and Cloud Logging,
you may also encounter widely used open source tools for monitoring and visualization. Pro-
metheus and Grafana are two such open source tools.

Prometheus

Prometheus is a monitoring tool that collects metrics data from targets, such as applications,
by scrapping HTTP endpoints of target services. The Prometheus project is hosted by the
Cloud Native Computing Foundation, which also hosts Kubernetes.

Prometheus uses a multidimensional data model based on key-value pairs. For example, a
metric about transaction latency may be collected at a specific point in time, in a particular
environment, in a specific pod, and running a specific version of the application. The multi-
dimensional model makes it relatively easy to query large data sets with many dimensions.
PromQL is the query language used in Prometheus.

Prometheus includes a server for collecting metrics, client libraries for instrumenting
applications and services, and an alert manager.

Managed Service for Prometheus is a managed service providing a Prometheus-
compatible monitoring stack. At the time of writing, this service is available in Pre-GA
release. This service uses Google’s in-memory time-series database called Monarch, which
Google uses to monitor its services.

For more on Monarch, see Monarch: Google’s Planet-Scale In-Memory
ITE Time-Series Database at research.google/pubs/pub50652.

Grafana

Grafana is an open source visualization tool often used with Prometheus. Grafana queries
data from existing data sources rather than importing data into a Grafana-managed data
store. Grafana can pull data from monitoring services, relational databases, and time-series
databases, as well as other sources.

One of the reasons Grafana is widely used is that it can bring different data together in a
dashboard so you can visualize metrics from multiple systems at one time. There is no need
for complex data integration pipelines before visualizing data.

Release Management

Release management is the practice of deploying code and configuration changes to environ-
ments, such as production, test, staging, and development environments. It is an integral part
of DevOps, which combines software engineering and system administration efforts.


https://research.google/pubs/pub50652/
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In the past, it was common to separate responsibilities for developing software and main-
taining it in production. This kind of specialization often helps improve efficiency because
individuals can develop skills and knowledge around a narrow domain. In economics, this
is known as the division of labor. While division of labor can be efficient in many areas, it is
less efficient in modern software development environments. Engineers who write code are
often the best people to resolve problems with that code in production. Also, with proper
tools, software engineers can deploy code to production efficiently so that it does not dra-
matically cut into the engineers’ ability to write code.

Release management is important for reliability because it enables developers to put
corrected code into production quickly. There should be no need to wait for some batch
release of new code when a bug is found. With release management practices, developers
can deploy code frequently and with small changes. This helps get fixes out faster, and it also
reduces the risk of introducing new bugs by releasing small changes instead of a large set of
changes. When problematic code is released, the same tools that help with deployments can
be used to roll back bad deployments.

Release management tools also provide repositories for capturing information about
releases. This can help promote standardized release procedures, which in turn can capture
best practices over time and improve overall reliability.

Continuous Delivery

Continuous delivery (CD) is the practice of releasing code soon after it is completed and
after it passes all tests. CD is an automated process—there is usually no human in the loop.
This allows for rapid deployment of code, but since humans other than the developer do not
need to review the code prior to release, there is a higher risk of introducing bugs than there
would be if a human were in the loop.

In practice, software developers should write comprehensive tests to detect bugs as early
as possible. Teams that regularly write comprehensive tests and deploy in small increments
find the trade-off favors rapid release. Other teams may find that they optimize their release
management practice by having a human quality assurance (QA) engineer review the code
and write additional tests.

When a human such as a QA engineer is involved, code may be ready for deployment but
not deployed until it is reviewed.

Tests

A test is a combination of input data and expected output. For example, if you were to test
a new calculator function, you might pass the input 2 + 3 to the function and expect to see
5 as the output. There are several different kinds of tests used during deployments. These
include the following:

= Unit tests
= Integration tests
= Acceptance tests

»  Load testing
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Tests promote reliability by reducing the risk that deployed code has errors that can dis-
rupt the functioning of a service.

UnitTests

A unit test is a test that checks the smallest unit of testable code. This could be a function,
an API endpoint, or another entry point into a program. Unit tests are designed to find
bugs within the smallest unit. In the case of the previous calculator example, the unit test is
checking the + operation in the calculator program.

Integration Tests

Integration tests test a combination of units. For example, a RESTful API endpoint may
receive a string expression that is passed to the calculator program. The purpose of an
integration test is to ensure that the API endpoint properly passes the data to the calcu-
lator, receives the results, and returns the results to the caller. Even in this simple example, a
number of things can go wrong. The API may pass a string that exceeds the maximum string
size accepted by the calculator. The calculator may return its results in a data type that is
incompatible with the data type the API function expects. These kinds of bugs are not likely
to be caught with simple unit tests.

Integration tests can happen at multiple levels, depending on the complexity of the appli-
cations being tested. Testing a low-level API may only test the endpoint code and a single
function called by that endpoint. In a more complicated scenario, an integration test can
check an API endpoint that calls another API that runs some business logic on a server,
which in turn has to query a database.

Acceptance Tests

Unit tests and integration tests help developers ensure that their code is functioning as they
expect and want. Acceptance tests are designed to assure business owners of the system that
the code meets the business requirements of the system. A system can pass rigorous unit and
integration tests and still fail to meet business requirements. For example, a code release may
have unintentionally disabled some functionality that is unrelated to the code change, or a
developer may have forgotten to code a necessary feature. If a developer forgets to include a
feature, they are not likely to add a test for that feature.

Load Testing

Load testing is used to understand how a system will perform under a particular set of con-
ditions. A load test creates workloads for the system. This can be as simple as a series of API
calls in a fixed time interval. It could also put a heavier-than-expected load on a system. This
is useful for testing autoscaling within a cluster and rate limiting or other defensive measures
within an application.

Load testing may find bugs that were not uncovered during integration testing. For
example, under normal integration testing, a database may have no problem keeping up with
the query load. Under heavy loads, the database may not be able to respond to all queries
within a reasonable period of time. In that case, the connection will time out. This is a well-
understood potential error, so the function should check for it. If it does not, the function
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could return an error to the code that called it, which in turn could then generate another
error that is returned to its calling code. The pattern of returning errors can continue all the
way up the application stack. Load testing is especially important when a system may be
subject to spiking workloads.

Deployment Strategies

There are several different ways that engineers can deploy code to production systems. In
many cases, applications run a collection of servers, and each server runs a separate instance
of the application. Also, applications often have a single endpoint that all clients access. For
example, an online retailer may have hundreds of servers running its catalog application, but
all clients using that catalog use a URL that points to a load balancer for the application.
Since many cloud applications are distributed like this, engineers have several options for
updating the software on each server.

=  Complete deployment
* Rolling deployment

=  Canary deployment

= Blue/Green deployment

Complete Deployment

A complete deployment updates all instances of the modified code at once. This was a

common practice with teams that used waterfall methodologies. It is still the only option in

some cases, for example, in the case of a single server running a monolithic application.
The other deployment strategies are generally preferred because they reduce the risk

of introducing problematic code to all users at once or because they mitigate that risk by

providing for rapid switch to the previously running code. Also, complete deployment may

cause a service disruption.

Rolling Deployment

A rolling deployment incrementally updates all servers over a period of time. For example,
in a 10-server cluster, a deployment may be released to only one server at first. After a period
of time, if there are no problems detected, a second server will be updated. This process con-
tinues until all of the servers are updated.

An advantage of rolling deployments is that you expose only a subset of users to the risk
of disruptive code. In this example, assuming a balanced distribution of users, only 10 per-
cent of the users were exposed to the initial deployment. Also, it is generally possible to do a
rolling deployment without any service disruptions.

Canary Deployment

In a canary deployment, engineers release new code, but no traffic is routed to it at first.
Once it is deployed, engineers route a small amount of traffic to the deployment. As time
passes, if no problems are found, more traffic can be routed to the servers with the newly
deployed code.
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With a canary deployment, you may want to choose users randomly to route to the new
version of code, or you may have criteria for choosing users. A web service that offers a free
and paid version of its product may prefer to route free users to new deployments rather
than expose paying customers to freshly released code.

Blue/Green Deployment

A Blue/Green deployment strategy uses two production environments, named Blue and
Green. They are configured similarly but run different code. At any point in time, one of
them (for instance, Green) is the active production environment processing a live workload.
The other (in other words, Blue) is available to deploy updated versions of software or new
services where those changes can be tested. When testing is complete, workload is shifted
from the current environment (Green) to the recently updated environment (Blue).

Blue/Green deployments mitigate the risk of a bad deployment by allowing developers
and DevOps engineers to switch between environments quickly. For example, after testing
the Blue environment, the workload is routed to the Blue environment. A sudden spike in
workload reveals a bug in a service that causes a lag in processing a particular transaction.
As soon as the problem is detected, which should be quickly because the environments
should be instrumented so that DevOps engineers can monitor key service levels, the work-
load can be routed back to the Green environment.

If a deployment is completely stateless, then switching between the Blue/Green deploy-
ments can operate as just described. In reality, applications often require some kind of state
management, such as recording data in a relational database. In this case, it is possible for
the Blue and Green environments each to have databases with different information. DevOps
engineers and developers will need to have a strategy for addressing this.

One approach is to have a single database that is used by both deployments. If there are
only changes to the stateless application layer, then both the Blue and Green deployments
can write to the same database. If you need to switch deployments, both will have access to
the same data. When the database itself needs to be changed, it is a good practice to use a
script to update the database schema to support both the current and the new application
versions. Then test and verify that the database changes are correct before switching the
application layer to the new environment. Once both the application and database changes
are working correctly in the new environment, another database refactoring script can be
run to remove any database structures from the older version of the database that are no
longer needed.

Continuous Integration

Continuous integration (CI) is the practice of incorporating new code into an established
code base as soon as it is complete. For example, a software engineer may have a new
algorithm to reduce the time and CPU required to perform a calculation. The code change
is isolated to a single function. The software engineers tested the change in their local
development and environment and are ready to perform the final tests and release the code
to the staging environment.

If the software engineers had to build and compile the code manually, execute tests, and
then deploy the code to the production environment for each change, it would make sense
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to wait until there were multiple changes and then release the code. After all, each of those
steps can be time-consuming, and a software engineer’s time should be maximized for devel-
oping features and services. Bundling multiple changes to code and releasing them as a batch
was a common practice before the advent of DevOps. Today, we understand that continually
integrating changes into baseline code and then testing and releasing that code is a faster and
more efficient way to build software.

Another consequence of manual build and test is that it is much more likely than an
automated process to introduce random and unexpected inconsistencies in the process.

Software engineers are able to integrate new code continuously into the production code
base because of automated tools.

Tools include version control and test and build tools such as GitHub and Cloud Source
Repository. GitHub is a widely used code repository, and Cloud Source Repository is Google
Cloud’s version control system. Developers can more easily collaborate when they all use a
single repository that can keep track of changes to every component in a system. GitHub and
Cloud Source Repository support other common practices, such as automatically executing
tests or other checks such as verifying stylistic coding conventions and using the results as
quality gates. Lint, for example, is the first static code analyzer developed for C. Today there
are static code checkers for the many commonly used programming languages.

Jenkins is a widely used CI tool that builds and tests code. Jenkins supports plugins to
add functionality, such as integration with a particular version control system or support for
different programming languages. Google Cloud Build is a GCP service that provides soft-
ware building services, and it is integrated with other GCP services, such as Cloud Source
Repository.

CI and continuous delivery (CD) are widely used practices that contribute to systems reli-
ability by enabling small, incremental changes to production systems while providing mecha-
nisms to quickly roll back problematic changes that disrupt service functionality.

Systems Reliability Engineering

While there are many aspects of systems engineering that we could discuss, this section
focuses on building systems that are resilient to excessive loads and cascading failures.

Overload

One thing that service designers cannot control is the load that users may want to place on
a system at any time. It is a good practice to assume that, at some point, your services will
have more workload coming in than they can process. This can happen for a number of rea-
sons, including the following:

*  An external event, such as a marketing campaign that prompts new customers to start
using a service

»  An external event, such as an organizational change in a customer’s company that trig-
gers an increase in the workload that they send to your service



194 Chapter 8 = Designing for Reliability

»  An internal event, such as a bad deployment that causes an upstream service to generate
more connection requests than ever generated previously

»  An internal event, such as another development team releasing a new service that works
as expected but puts an unexpected load on your service

While software engineers and site reliability engineers (SREs) cannot prevent overloads,
they can decide how to respond to them.

One factor to consider when responding to overload is the criticality of an operation.
Some operations may be considered more important than others and should always take
precedence. Writing a message to an audit log, for example, may be more important from
a business perspective than responding to a user query within a few seconds. For each of
the following overload responses, be sure to take criticality into account when applying
these methods.

Shedding Load

One of the simplest ways to respond to overload is to shed or drop data that exceeds the
system’s capacity to deal with it. A naive load-shedding strategy would start dropping data
as soon as some monitoring condition is met, for example, if CPU utilization exceeds some
percentage for a period of time or if there are more connection requests than there are
available connections in a connection pool. This approach may be easy to implement, but
it is something of a crude tool: it does not consider criticality or variations in service-level
agreements with users.

A variation on this approach is to categorize each type of operation or request that can
be placed on a service according to criticality. The service can then implement a shedding
mechanism that drops lower criticality requests first for some period of time. If overload
continues, the next higher category of critical operations can be shed. This can continue
until there is no longer an overload condition or until the highest-priority operations are
being dropped.

Another approach is to consider service-level agreements with various users. The load
from customers who use a service for free may be dropped before the load of paying cus-
tomers. A business may define a specific volume of workload allowed for a customer based
on the amount of money the customer pays for the service. Once the customer exceeds that
limit, for example, 10,000 requests per minute, future requests are dropped until the next
time period starts.

Software engineers can also use statistics to help decide when to shed requests. For
example, a time series of measurements from an array of IoT devices may send data every
10 seconds. This approach could be used to sample the input stream to estimate descrip-
tive statistics, such as the mean and standard deviation of the measurements over a
period of time.

Degrading Quality of Service

Depending on the nature of a service, it may be possible to provide partial or approxi-
mate results.
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For example, a service that runs a distributed query over multiple servers may return only
the results from some of the servers instead of waiting for servers that are taking too long to
respond. This is a common strategy for web search.

Alternatively, a service could use a sample of data rather than the entire population of
data points to estimate the answer to a query. For instance, a data warehouse query that
ranks sales regions by total sales last month could sample 10 percent of all sales data to cre-
ate a sorted list of regions. Assuming that the sample is random and that the data is normally
distributed, the ranking based on the sample is likely to be the same as the ranking that
would be generated if every data point in the population were considered.

An advantage of responding to overload with a degraded service is that the service pro-
vides results rather than errors. This requires some planning on the part of software engi-
neers to accommodate degraded or partial results. This approach does not work in all cases.
There is no approximately completing a transaction, for example.

Upstream Throttling

Rather than having a service shed load or return approximate results, a calling service can
slow down the rate at which it makes requests. This is known as upstream throttling. A
client of a service can detect that calls to a service are returning errors or timing out. At that
point, the calling service can cache the requests and wait until performance of the down-
stream service recovers. This requires planning on the part of software engineers, who must
have a mechanism to hold requests. Alternatively, the client can shed requests instead of
saving them to process at a later time.

Shedding is a good strategy if the data is time sensitive and no longer valuable after
some period of time. Consider a downstream process that displays a chart of data from IoT
devices for the previous 30 minutes. Data that arrived 30 minutes late would not be dis-
played and could be discarded without adversely affecting the quality of the visualizations.

When late-arriving data is still of value, then that data can be cached in the calling service
or in an intermediate storage mechanism between the calling service and the called service.
Message queues, like Cloud Pub/Sub, are often used to decouple the rate at which a service
makes a request of another service and the rate at which the downstream service processes
those requests.

One way to implement upstream throttling is to use the Circuit Breaker pattern. This
design pattern uses an object that monitors the results of a function or service call. If the
number of errors increases beyond a threshold, then the service stops making additional
requests. This is known as #ripping the circuit breaker. Since the calling service stops send-
ing new requests, the downstream service may be able to clear any backlog of work without
having to contend with additional incoming requests.

The circuit breaker function waits some random period of time and then tries to make a
request. If the request succeeds, the function can slowly increase the rate of requests while
monitoring for errors. If there are few errors, then the calling service can continue to increase
the rate of calls until it is back to normal operating rates.
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Cascading Failures

Cascading failures occur when a failure in one part of a distributed system causes a failure in
another part of the system, which in turn causes another failure in some other service, and so
on. For example, if a server in a cluster fails, additional load will be routed to other servers
in the cluster. This could cause one of those servers to fail, which in turn will further increase
the load on the remaining healthy servers.

Consider the example of a database failure. Imagine that a relational database attempts to
write data to persistent storage but the device is full. The low-level data storage service that
tries to find a block for the data fails to find one. This failure cascades up the database soft-
ware stack to the code that issued the corresponding INSERT operation.

The INSERT operation in turn returns an error to the application function that tried to
write the data. That application code detects the error and decides to retry the operation
every 10 seconds until it succeeds or until it tries six times and fails each time. Now imag-
ine that multiple calls to the database are failing and responding with the same strategy
of retrying.

Now the application is held up for up to an additional 60 seconds for each transaction.
This slows the processing of that service’s workload. This causes a backlog of requests that
in turn causes other services to fail. This kind of ripple effect of failures is a significant risk in
distributed systems.

Cascading failures are often caused by resource exhaustion. Too much load is placed on
system resources like memory, CPU, or database connections until those resources run out.
At that point, services start to fail. A common response to this is to limit the load on fail-
ing services.

One way to deal with cascading failures is to use the Circuit Breaker design pattern
described earlier. This can reduce the load of services and give them a chance to catch up on
their workloads. It also gives calling services a chance to degrade gracefully by implementing
a degraded quality-of-service strategy.

Another way to deal with cascading failures is to degrade the quality of service. This
conserves resources, such as CPU, by reducing the amount of resources allocated to each
service call.

When there is a risk of a cascading failure, the best one can hope for may be to contain
the number and range of errors returned while services under stress recover.

To reduce the risk of cascading failures, load test services and autoscale resources. Be
sure to set autoscaling parameters so that resources are added before failures begin. When
setting autoscale parameters, it is important to be aware of the initialization time required
before a new instance of a resource is fully available. For example, if the startup time for a
service instance is more than 2 seconds, you shouldn’t expect to see an improvement in the
load until 5 to 15 seconds after the service instance starts. Also, consider the time that is
required to bring a resource online. Plan for some period of time between when the need to
scale is detected and the time that resource becomes available. Also consider when to release
resources when the load drops.

If you are quick to drop resources, you may find that you have to add resources again
when the load increases slightly. Adding and releasing resources in quick succession, known
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as thrashing, should be avoided. It is better to have spare capacity in resources rather than
try to run resources at capacity.

Testing for Reliability

Testing is an important part of ensuring reliability. There are several kinds of tests, and all
should be used to improve reliability. Testing for reliability includes practices used in CI/
CD but adds others as well. These tests may be applied outside of the CI/CD process. They
include the following;:

= Unit tests
= Integration tests
= System tests

= Reliability stress tests

UnitTests

Unit tests are the simplest type of test. They are performed by software developers to ensure
that the smallest unit of testable code functions as expected. As described in the discussion
of CI/CD, these tests are often automated and performed before code is released outside the
development environment.

Integration Tests

Integration tests determine whether functional units operate as expected when used together.
For example, an integration test may be used to check that an API function with an SQL
query executes properly when executed against a staging database.

System Tests

System tests include all integrated components and test whether an entire system functions as
expected. These usually start with simple “sanity checks” that determine whether all of the
components function under the simplest conditions.

Next, additional load is placed on the system using a performance test. This should
uncover any problems with meeting expected workloads when the system is released to
production.

A third type of system test is a regression test. This is designed to ensure that bugs that
have been corrected in the past are not reintroduced to the system at a later time. Developers
should create tests that check for specific bugs and execute each of those during testing.

Reliability Stress Tests

Reliability stress tests place increasingly heavy load on a system until it breaks. The goal of
these tests is to understand when a system will fail and how it will fail. For example, will
excessive load trigger failures in the database before errors in the application layer? If the
memory cache fails, will that immediately trigger a failure in the database?
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Stress tests are useful for understanding cascading failures through a system. This can
help guide your monitoring strategy so that you are sure to monitor components that can
trigger cascading failures. It can also inform how you choose to invest development time to
optimize reliability by focusing on potentially damaging cascading failures.

Another form of stress testing uses chaos engineering tools such as Simian Army, which is
a set of tools developed by Netflix to introduce failures randomly into functioning systems in
order to study the impact of those failures. This is an example of the practice of chaos engi-
neering. For more on Simian Army, see medium.com/netflix-techblog/the-netflix-
simian-army-16e57fbabl16.

Incident Management and Post-Mortem Analysis

Incidents are events that have a significant adverse impact on a service’s ability to function.
An incident may occur when customers cannot perform a task, retrieve information, or oth-
erwise use a system that should be available.

Incidents may have a narrow impact, such as just affecting internal teams that depend on
a service, or they can have broad impact, such as affecting all customers. Incidents are not
minor problems that adversely affect only a small group, for example, a single team of devel-
opers. Incidents are service-level disruptions that impact multiple internal teams or external
customers.

Incident management is a set of practices that is used to identify the cause of a disruption,
determine a response, implement the corrective action, and record details about the incident
and decisions made in real time.

When an incident occurs, it is good practice to do the following:

» Identify an incident commander to coordinate a response.

= Have a well-defined operations team that analyzes the problems at hand and makes
changes to the system to correct or remediate the problem.

»  Maintain a log of actions taken, which is helpful during post-mortem analysis.

The goal of incident management is to correct problems and restore services to customers
or other system users as soon as possible. There should be less focus on why the problem
occurred or identifying who is responsible than on solving the immediate problem.

After an incident is resolved, it is a good practice to conduct a post-mortem analysis. Dur-
ing a post-mortem meeting, engineers share information about the chain of events that led to
the incident. This could be something as simple as a bad deployment or resource exhaustion,
or it could be more complicated, such as a failure in a critical service, for instance, DNS
name resolution or an unexpected combination of unlikely events that alone would not have
been problematic but together created a difficult-to-predict set of circumstances that led to
the incident.

The goal of a post-mortem analysis is to identify the causes of an incident, understand
why it happened, and determine what can be done to prevent it from happening again. Post-
mortems do not assign blame; this is important for fostering an atmosphere of trust and
honesty needed to ensure that all relevant details are understood. Post-mortems are opportu-
nities to learn from failures. It is important to document conclusions and decisions for future
reference.


https://medium.com/netflix-techblog/the-netflix-simian-army-16e57fbab116
https://medium.com/netflix-techblog/the-netflix-simian-army-16e57fbab116

Exam Essentials 199

Summary

Reliability is a property of systems that measures the probability that a service will be avail-
able for a period of time. Several factors contribute to creating and maintaining reliable sys-
tems, including monitoring systems using metrics, logs, and alerts.

Continuous integration and continuous delivery are commonly used practices for
managing the release of code. These practices reduce risk by emphasizing the frequent release
of small changes. The use of automation helps to reduce the risk that a bad deployment will
disrupt services for too long.

Systems reliability engineering is a set of practices that incorporates software engineering
practices with operations management. These practices recognize that failures will occur,
and the best way to deal with those failures is to set well-defined service-level objectives and
service-level indicators, monitor systems to detect indications of failure, and learn from fail-
ures using techniques such as post-mortem analysis. Systems should be architected to antic-
ipate problems, such as overloading and cascading failures. Testing is an essential part of
promoting highly reliable systems.

Exam Essentials

Know the role of monitoring, logging, and alerting in maintaining reliable systems. Mon-
itoring collects metrics, which are measurements of key attributes of a system, such as utili-
zation rates. Metrics are often analyzed in a time series. Logging is used to record significant
events in an application or infrastructure component. Alerting is the process of sending noti-
fications to human operators when some condition is met indicating that a problem needs
human intervention. Conditions are often of the form that a resource measurement exceeds
some threshold for a specified period of time.

Understand continuous delivery and continuous integration.  CI/CD is the practice of
releasing code soon after it is completed and after it passes all tests. This allows for rapid
deployment of code. Continuous integration is the practice of incorporating code changes
into baseline code frequently. Code is kept in a version control repository that is designed to
support collaboration among multiple software engineers.

Know the different kinds of tests that are used when deploying code.  These include unit
tests, integration tests, acceptance tests, and load testing. Unit tests check the smallest unit
of functional code. Integration tests check that a combination of units function correctly
together. Acceptance tests determine whether code meets the requirements of the system.
Load testing measures how well the system responds to increasing levels of load.

Understand that systems reliability engineering is a practice that combines software engi-
neering practices with operations management to reduce risk and increase the reliability
of systems. The core tenets of systems reliability engineering include the following:
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=  Automating systems operations as much as possible

»  Understanding and accepting risk and implementing practices that mitigate risk
»  Learning from incidents

»  Quantifying service-level objectives and service-level indicators

»  Measuring performance

Know that systems reliability engineering includes design practices, such as planning
for overload, cascading failures, and incident response.  Overload is when a workload
on a system exceeds the capabilities of the system to process the workload in the time
allowed. Ways of dealing with overload include load shedding, degrading service, and
upstream or client throttling. Cascading failures occur when a failure leads to an action
that causes further failures. An example is that in response to a failure in a server in

a cluster, a load balancer shifts additional workload to the remaining healthy servers,
causing them to fail due to overload. Incident response is the practice of controlling
failures by using a structured process to identify the cause of a problem, correct the
problem, and learn from the problem.

Know testing is an important part of reliability engineering. There are several kinds of
tests, and all should be used to improve reliability. Testing for reliability includes prac-
tices used in CI/CD but adds others as well, particularly stress testing. These tests may
be applied outside of the CI/CD process.
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Review Questions

1.  Asan SRE, you are assigned to support several applications. In the past, these applications
have had significant reliability problems. You would like to understand the performance
characteristics of the applications, so you create a set of dashboards. What kind of data
would you display on those dashboards?

A. Metrics and time-series data measuring key performance attributes, such as CPU utiliza-
tion
B. Detailed log data from syslog
C. Error messages output from each application
D. Results from the latest acceptance tests
2. After determining the optimal combination of CPU and memory resources for nodes in a
Kubernetes cluster, you want to be notified whenever CPU utilization exceeds 85 percent for

5 minutes or when memory utilization exceeds 90 percent for 1 minute. What would you
have to specify to receive such notifications?

A. An alerting condition
B. An alerting policy
C. A logging message specification
D. An acceptance test
3. A compliance review team is seeking information about how your team handles high-risk

administration operations, such as granting operating system users root privileges. Where
could you find data that shows your team tracks changes to user privileges?

A. In metric time-series data
B. In alerting conditions
C. In audit logs
D. In ad hoc notes kept by system administrators
4. Release management practices contribute to improving reliability by which one of the
following?
A. Advocating for object-oriented programming practices
B. Enforcing waterfall methodologies
C. Improving the speed and reducing the cost of deploying code
D. Reducing the use of stateful services
5. A team of software engineers is using release management practices. They want developers to
check code into the central team code repository several times during the day. The team also
wants to make sure that the code that is checked is functioning as expected before building

the entire application. What kind of tests should the team run before attempting to build the
application?

A. Unit tests
B. Stress tests
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C. Acceptance tests

D. Compliance tests

Developers have just deployed a code change to production. They are not routing any traffic
to the new deployment yet, but they are about to send a small amount of traffic to servers
running the new version of code. What kind of deployment are they using?

A. Blue/Green deployment

B. Before/After deployment

C. Canary deployment

D. Stress deployment

You have been hired to consult with an enterprise software development that is starting to
adopt Agile and DevOps practices. The developers would like advice on tools that they can

use to help them collaborate on software development in the Google Cloud. What version
control software might you recommend?

A. Jenkins and Cloud Source Repositories

B. Syslog and Cloud Build

C. GitHub and Cloud Build

D. GitHub and Cloud Source Repositories

A startup offers a software-as-a-service solution for enterprise customers. Many of the com-
ponents of the service are stateful, and the system has not been designed to allow incremental

rollout of new code. The entire environment has to be running the same version of the
deployed code. What deployment strategy should they use?

A. Rolling deployment

B. Canary deployment

C. Stress deployment

D. Blue/Green deployment

A service is experiencing unexpectedly high volumes of traffic. Some components of the
system are able to keep up with the workload, but others are unable to process the volume
of requests. These services are returning a large number of internal server errors. Devel-
opers need to release a patch as soon as possible that provides some relief for an overloaded
relational database service. Both memory and CPU utilization are near 100 percent. Hori-

zontally scaling the relational database is not an option, and vertically scaling the database
would require too much downtime. What strategy would be the fastest to implement?

A. Shed load

B. Increase connection pool size in the database
C. Partition the workload

D. Store data in a Pub/Sub topic
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10. A service has detected that a downstream process is returning a large number of errors. The
service automatically slows down the number of messages it sends to the downstream pro-
cess. This is an example of what kind of strategy?

A. Load shedding

B. Upstream throttling
C. Rebalancing
D

Partitioning
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As an architect, you will participate in several kinds of
technical processes, including some that we discussed in the

’ previous chapters, such as continuous integration (CI)/contin-
uous delivery (CD) and post-mortem analysis. In this chapter, we will look at those processes
and others, including software development lifecycle planning, testing, and validation, as
well as business continuity and disaster recovery planning.

The purpose of this chapter is to describe technical processes with a focus on how they

relate to business objectives. For a discussion of more technical aspects, such as the role of
tools like Jenkins in CI/CD, see Chapter 8, “Designing for Reliability.”

Software Development Lifecycle Plan

The software development lifecycle (SDLC) is a series of steps that software engineers
follow to create, deploy, and maintain complicated software systems. SDLC consists of
seven phases.

Analysis
Design
Development
Testing
Deployment

Documentation

No o swN s

Maintenance

Each phase focuses on a different aspect of software development. The cycle in SDLC
refers to the fact that even after software is created and deployed, the process of under-
standing business requirements and developing software to meet those needs continues.

Analysis

Software development begins with requirements. There is some problem that needs to be
solved. Some problems are relatively narrow and lend themselves to obvious solutions. For
example, addressing a new business requirement, such as enabling the ordering of new types
of products, is pretty straightforward. Developing a system to maintain electronic patient
records while enabling secure integration with other medical and insurance systems is a mas-
sive undertaking. The purpose of the analysis phase is to do the following:

= Identify the scope of the problem to address.
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»  Evaluate options for solving the problem.
= Assess the cost benefit of various options.

Analysis begins with understanding the problem to be solved.

Scoping the Problem to Be Solved

At this point, the focus is on the business or organizational problem that is to be solved. This
requires a combination of domain knowledge about the problem area and software and sys-
tems knowledge to understand how to frame a solution.

Domain knowledge is often provided by people with direct experience with the require-
ments. For example, someone with experience in insurance claims processing can describe
the workflow that claims processors use and where changes to the workflow could help
improve operations. Domain experts with broad knowledge can help identify key aspects of
requirements and contribute to efforts to define the scope of a problem.

Evaluating Options

Once the scope of the problem is decided, you should consider options for solving the
problem. There may be multiple ways to address a business need, from modifying an existing
system to building a new service from scratch.

A common question at this stage is, “Should the organization buy a software solution
or build one?” Commercial off-the-shelf software (COTS) is a term that you may hear to
describe existing software solutions.

The advantages of buying software or using a service include the following;:

= Faster time to solution since you do not have to build an application.

= Allows developers to focus on other business requirements for which there are no good
“buy” options.

»  The purchased software or service likely comes with support.

There are disadvantages to buying software, and these can include potentially high
licensing costs and the inability to customize the software or service to your specific needs.

If you decide to build your own solution, then you may have the option of modifying an
existing application or building a new one from scratch.

In these cases, it is important to consider how much modification is needed to make an
existing application meet the business requirements. Also consider the lifecycle of the exist-
ing application that you would be modifying. Is it a mature, stable application that is well
supported? Has the application been deprecated, or is it receiving only minimal support?
How well is the application designed; specifically, can it be readily modified to meet the
business requirements?

Modifying an existing application may be the fastest option for getting a solution into
production, but it may also constrain your design choices. For example, if you are modifying
a distributed Java application, it is probably best to continue to code in Java and not try to
create a module written for the .NET platform.

Building from scratch allows you full control over architecture and systems design
choices. However, it may require a significant investment of time and software engineering
resources. One of the factors to consider at this point is the opportunity cost of having
software engineers work on one project versus another. If you have to choose between
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implementing a new service that will give your company a competitive advantage in the
market or developing a custom workflow tool to support back-office operations, it’s prob-
ably a better idea to build the competitive feature and use an existing open source or
commercial workflow tool.

Cost-Benefit Analysis

Another task in the analysis phase is to consider the costs and benefits of undertaking the
project as scoped. The opportunity cost described earlier is one example of a cost-benefit
consideration. In addition to the opportunity cost of software engineers’ time, there is also
the financial cost of developing an application.

As an architect, you may be asked to help develop a cost justification for a project. The
purpose of this is to allow decision-makers to compare the relative value of different kinds
of projects. For example, instead of developing a new application, what if the logistics
department could use the funds to add new, more efficient vehicles to the company’s fleet?
Which is the better choice? The answer to that question may be decided using measures
such as return on investment (ROI), which measures the value, or return, of making an
investment.

If at the end of the analysis phase you decide to move ahead with developing software,
you will move into the design phase of the SDLC.

Design

In the design phase, you map out in detail how the software will be structured and how key
functions will be implemented. The design phase can often be broken into two subphases:
high-level design and detailed design.

High-Level Design

During the high-level design phase, the major subcomponents of a system are identified. For
example, in the case of an insurance claims processing system, the high-level design may
include the following:

»=  An ingestion system that receives data on insurance claims from clients

» A data validation system that performs preliminary checks to ensure that all needed
information is included

» A business logic backend that evaluates claims against the patient’s policy to deter-
mine benefits

»= A customer communication service that sends letters describing the claim and benefits

* A management reporting component that provides details on the volume of claims pro-
cessed, backlog of claims to be processed, and other key performance indicators

During high-level design, you identify the interface between components. This is especially
important in microservice architectures or other forms of distributed systems. RESTful inter-
faces are commonly used with microservices, although GraphQL is an increasingly popular
alternative for designing APIs.
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If large volumes of data are passed between services, then APIs may not be the most effec-
tive interface. Instead, a messaging system, such as Cloud Pub/Sub, may be used. Instead of
making a synchronous API call to another service, you can write data to a Cloud Pub/Sub
topic, and the receiving service can read it from there. This is a commonly used pattern for
decoupling components.

The client writing data may experience a spike in load and write more messages than the
consuming service can process. In that case, the messages will remain in the queue until the
reading service consumes them. This allows the first service to keep up with the workload
without requiring the downstream service to keep up at the same pace. This is especially
important when the client service can readily scale up, as is the case with stateless web inter-
faces, but the consuming service cannot readily scale up, for example, when writing to a
relational database that can only vertically scale.

Detailed Design

Detailed design focuses on how to implement each of the subcomponents. During this phase,
software engineers decompose components into modules and lower-level functions that
implement the capabilities of the system. This includes defining data structures, algorithms,
security controls, and logging, as well as user interfaces.

As noted earlier, you will probably work with people with deep domain knowledge dur-
ing the analysis phase. In the detailed design phase, it can help to work with people who will
use the system directly. Again, looking at the insurance claims processing example, a domain
expert may understand the overall workflow, but a person who spends their workday
entering insurance claim data can help identify the requirements for user interface design.

When defining the scope of the problem to be solved, it is important to enlist the help of
people with different roles relative to the system. This is especially the case when designing
the user interface, which is part of a broader user experience (UX).

During the high-level or detailed design phase, developers may choose libraries, frame-
works, or other supporting software for use in the application. For example, if an appli-
cation will perform a high volume of mathematical calculations, the team may decide to
standardize on a particular math library. Similarly, if the application will be built using
object-oriented design, developers might choose an Object Relations Mapper (ORM) to
facilitate developing code to interface with a relational database.

Development, Testing, and Deployment

During development, software engineers create software artifacts that implement a system.
This can include application code, which implements functionality, and configuration files,
which specify environment-specific details, such as file locations or environment variables.

Today, developers often use tools to help with development. These include integrated
development environments, static analysis tools, and database administration tools. They
also use source control systems, such as GitHub and Cloud Source Repositories, to support
collaboration.

A key component of the development process is testing. In Chapter 8, we discussed dif-
ferent kinds of testing. In the development phase of the SDLC, unit testing and integration
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testing are commonly performed. Developers have a choice among testing tools to help with
these processes. Some are language specific, while others help with a subset of testing, such
as API tests. The deployment phase is discussed in detail below.

Documentation

There are three distinct kinds of documentation with regard to software systems.
= Developer documentation

= Operations documentation

= User documentation

y Not all software development lifecycle frameworks include documenta-
‘dTE tion, but for completeness, it is included here.

Developer documentation is designed for software engineers who will be working with
code. Much developer documentation is in the form of inline comments within the code.
This kind of documentation is especially helpful when the purpose or logic of a function or
procedure is not obvious. Function or procedure-level documentation should be included for
all nontrivial units of code. Other forms of developer documentation include design docu-
ments that outline the higher-level details of how a system operates.

Operations documentation consists of instructions used by system administrators and
DevOps engineers to deploy and maintain system operations. Operations documentation is
often written with the participation of SREs. A runbook, for example, includes instructions
on how to set up and run a service or application. It may contain troubleshooting advice
as well. Operations documentation is important when responsibility for maintaining func-
tioning systems is distributed across a team of developers. In those cases, developers may
have to resolve a problem with a part of the code they never worked on. In times like that, it
helps to have a set of best practices and checklists from which to work.

User documentation explains how to use an application and is often written by technical
writers. This kind of documentation is written for people who use the system, not necessarily
the developers of the system. With the advent of Agile software practices, the features of a
system can change rapidly, and user documentation should be updated on the same schedule.

Maintenance

Maintenance is the process of keeping software running and up-to-date with business
requirements.

In the past, it was common practice to have a developers’ pass of an application for a
system administrator to deploy and maintain. With Agile software practices, it is common
for developers to maintain their own code.

Maintenance includes configuring monitoring, alerting, and logging. Monitoring
collects data on application and infrastructure performance. This gives developers visibility
into how their applications are functioning. Alerting is used to notify system administrators or
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developers of a condition that needs human intervention. Logging is used to collect detailed
information about the state of the system over time. Software engineers control the details
of information saved in individual log messages; system administrators can often control
the number of messages generated by adjusting the logging-level configuration parameters.

It is important for architects to understand the software development lifecycle, even if
they do not code on a day-to-day basis. The boundaries between development and systems
administration are blurring. In the cloud, it is now possible to configure infrastructure by
specifying a description in a configuration file. Systems like Terraform, which is used to
deploy and modify infrastructure, and Puppet and Chef, which are used to configure soft-
ware on servers, allow developers to treat infrastructure configuration as code, typically
referred to as infrastructure-as-code (IaC). Architects have substantial roles in the early
phases of the SDLC, especially during analysis and high-level design. They also contribute to
setting standards for tools, such as version-controlled systems and CI/CD platforms.

Continuous Integration/
Continuous Delivery

CI/CD is the process of incorporating code into a baseline of software, testing it, and if
the code passes tests, releasing it for use. A technical discussion of CI/CD can be found in
Chapter 8. Here, we will discuss why it is used and some alternative approaches that you
may encounter as an architect.

Business Drivers to Adopt CI/CD

A key benefit of CI/CD is that new features can be rolled out quickly for use by cus-
tomers. In the past, new features may have been bundled together and released as part

of a major update. For example, developers of an application may have released updates
every six months. This was a common practice when software was purchased and shipped
on magnetic media. The cost of continuous delivery in that situation would have been
prohibitive, including the cost of having system administrators constantly updating their
deployed systems.

Today, CI/CD is a practical option because tools help developers roll code out quickly and
because much of the software we deploy nowadays is delivered to users as a service. This
means that developers can deploy their code to servers in a data center or cloud platform,
and users of the service get access to the latest code as soon as it is deployed.

)/ This is not always true. Developers sometimes selectively release new

dng capabilities to customers using a mechanism called feature flags. These
are runtime configurations that can modify the behavior of an application
without deploying anything new.
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CI/CD works well when code can be validated using automated tests. While this is the
case for many business systems, CI/CD may not be appropriate for some safety-critical soft-
ware systems, for example, software used with medical devices or used in aviation, factory
automation, or autonomous vehicles. In these cases, the software may need to pass rigorous
validation procedures that include human review. Business-critical software and security-
critical software may also have more demanding testing requirements, but those may be able
to be incorporated into the CI/CD process. It is not uncommon, for example, to require a
human code review before code is pushed from a version control system to the CI/CD tool
for deployment.

CI/CD is a widely used alternative to big-bang releases that batch changes into infrequent
bulk updates. CI/CD, however, should be implemented with sufficient testing and human
review as required based on software safety and criticality characteristics.

CI/CD Building Blocks

CI/CD is a practice that builds on several types of tools, including the following:
= Version control

= Secrets management

*  Automated builds

»  Deployment pipelines

These building blocks are commonly used together in a process known as GitOps, which
is the practice of managing infrastructure and software deployment using software engi-
neering tools including version control services, like Git.

Version Control

Version control is the practice of tracking changes to software. The basic idea is that teams
of developers need to collaborate on software development, and that requires tools that
track changes, enable multiple changes to source code at one time, and allow developers to
revert to previous versions of software when needed.

Early source code management had single centralized servers that stored files related to a
development project. Developers would check out files from the central repository to work
on them and then check them in when they were done. The centralized model would block
developers if the centralized server was down so, today, most developers use distributed ver-
sion control systems such as Git.

In distributed version control systems, developers copy or clone complete copies of repos-
itories to work from. Git also has mechanisms to track incremental changes by multiple
developers so that a consolidated state of the set of files is always available.

Cloud Source Repository is a managed service in Google Cloud for version control.
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Secrets Management

We often need to use secrets when working with services in the cloud, including API keys,
certificates, passwords, and other data we would not want widely known. An obvious bad
practice is hard-coding secrets into application or configuration code. For example, if a ser-
vice needs to authenticate to a database using a username and password, the service will
need to get those credentials somewhere. Rather than putting the credentials in a script or
application code, they should be stored in a secrets manager.

Secrets managers like HashiCorp Vault and Google Cloud’s Secret Manager are secure
storage systems for managing secrets in a secure, centralized service. Secrets managers can
store key-value pairs where keys are the name of the secret and values are the actual secret
information, such as the value of the API key.

Secret Manager in Google Cloud provides for replication policies that allow you to con-
trol where secrets are stored and audit logging so you can track changes to secrets. Access to
Secret Manager is controlled through TAM access controls.

Deployment Pipelines

Modern applications are built using many components, libraries, and modules. Build pipe-
lines automate the process of creating deployable artifacts. Deployment pipelines are used to
release previously built artifacts for use. Cloud Build is a managed service in Google Cloud
that allows you to build pipelines to build, test, and deploy software. Cloud Build can create
container images that can be deployed to run your services. Those images are stored in
Artifact Registry, a managed centralized repository for images and private packages.

Cloud Build pipelines can deploy services to virtual machines, Kubernetes clusters, and
serverless services, as well as Firebase. An important step of deployment pipelines is testing
and scanning. With Cloud Build, you can scan images for known vulnerabilities before they
are released.

When working Kubernetes Engine or Cloud Run, you can also require binary authoriza-
tion, which is a security control to ensure only trusted containers run in your infrastructure.
Binary Authorization requires that images be signed by trusted providers and then verifies
those signatures before releasing the image.

Troubleshooting and Post-Mortem
Analysis Culture

Complicated and complex systems fail, sometimes in ways that we do not anticipate. There
are a number of ways to respond to this reality.

We can extend more effort to ensure that our software is correct. Formal methods,
such as refinements from specification and the use of theorem provers, are appropriate for
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safety-critical systems. In other cases, these formal methods can be too costly and slow down
the release of new features more than is warranted by business requirements.

Chaos engineering, which is the practice of introducing failures into a system to better
understand the consequences of those failures and identify unanticipated failure modes, is
another approach. Obviously, chaos engineering cannot be used in safety-critical or security-
critical systems, but it is a useful tool for many business applications. Netflix’s Simian Army
is a collection of chaos engineering tools that introduce failures at various levels of infra-
structure from instances to availability zones.

Another way to accommodate failures is to learn as much as possible from them. This is
part of the philosophy behind post-mortem culture in software development. There are two
types of post-mortems: one for incidents and another for projects.

Incident Post-Mortems

An incident is an event that disrupts a service. Incidents can be fairly limited in scope. For
example, a service may lag and not meet service-level objectives for a few minutes. This may
impact a small number of customers, but there is no data loss or significant loss of function-
ality. At the other end of the spectrum are incidents that impact large numbers of customers
and entail data loss. This can occur in the event of a severe error, such as a configuration
change that leads to a cascading failure, or the loss of access to a zone for an application
that is not designed for failover within a region or globally. An incident post-mortem is a
review of the causes of an incident, assessment of the effectiveness of responses to the inci-
dent, and discussions of lessons learned.

Learning from Minor Incidents

Minor incidents in themselves may not provide much opportunity to learn—at least from a
single incident. A period of lag in application processing can happen for many reasons, from
network failures to resource saturation. If such an incident happens once, it may be caused
by factors that are unlikely to occur again, such as a hardware failure in a network device. If
we encounter a series of minor incidents, however, there may be a systemic problem present
that can be expected to continue if it is not addressed.

In the application lag example, a misconfigured load balancer may not be distributing
load optimally across nodes in an instance group and that leads to processing lag for some
nodes. This may not be as serious as some other incidents, but it should be corrected. This
type of incident is an opportunity to evaluate procedures for making configuration changes
and verifying that configuration files are correct. A simple typo in the name of a configura-
tion parameter may trigger a warning message that the parameter is unknown, but the con-
figuration process continues. The result could be that the parameter that you had intended to
set to a custom value uses the default parameter value instead.

Once you have identified this kind of problem, you could follow up with a couple of
remediations. You could, for example, develop a static code analysis script that checks that
parameter names are all in a list of valid parameter names. Alternatively, or in addition, you
could set an alert on the corresponding log file to send a notification to a DevOps engineer
when a parameter warning message appears in the configuration log.
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Minor incidents can help you to identify weak spots in your procedures without
significant adverse effects on system users. Major incidents are also learning opportunities,
but they come with a higher cost.

Learning from Major Incidents

When a large portion of users is adversely affected by a disruption in service or there is a loss
of data, then we are experiencing a major incident. The first thing to do in a major incident
is to restore service. This may involve a number of people with different responsibilities, such
as software developers, network engineers, and database administrators. Chapter 8 includes
a discussion of good practices for responding to major incidents. In this chapter, the focus is
how to learn from these incidents.

Major incidents in complex systems frequently occur when two or more adverse events
occur at or near the same time. If one node in a distributed database runs out of disk space
at the same time that a hardware failure causes a network partition, then the impact will
be worse than if either of those occurred in isolation. In this example, the impact of the
problem in one node cannot be remediated by shifting database traffic to another node
because part of the network is down. This combination of failures can be foreseen, but as
architects, we should assume that there will be failure modes that we do not anticipate.

Major incidents can be valuable learning opportunities, but they need to be treated as
such. Engineers responding to an incident should follow established procedures, such as
identifying an incident manager, notifying business owners, and documenting decisions and
steps taken to correct the problem.

A timeline of events is helpful after the fact for understanding what was done. A timeline
that includes notes about the reasoning behind a decision is especially helpful. Note-taking is
not the highest priority during an incident, but capturing as much detail as possible should
be a goal. These do not need to be formal, well-structured notes. A thread on a team message
channel can capture details about how the team thought through the problem and how they
tried to solve it.

After the incident is resolved, the team should review the response. The goal of the review
is to understand what happened, why it happened, and how it could be prevented in the
future. A post-mortem review is definitely not about assigning blame. Engineers should feel
free to disclose mistakes without fear of retribution. This is sometimes called a blameless
culture. Complex systems fail even when we all do our best, so in many cases, there is no one
to blame. In other cases, we make mistakes. Part of the value of an experienced engineer is
the lessons they have learned by making mistakes.

Project Post-Mortems

Another type of post-mortem that is sometimes used in software engineering is a project
post-mortem. These are reviews of a project that review the way work was done. The goal in
these post-mortems is to identify issues that might have slowed down work or caused prob-
lems for members of the team.
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Project post-mortems are helpful for improving team practices. For example, a team may
decide to include additional integration testing before deploying changes to the most com-
plicated parts of an application. They may also change how they document decisions, so all
team members know where to find answers to questions about issues discussed in the past.

Like incident post-mortems, project post-mortems should be blameless. The goal of these
reviews is to improve a team’s capabilities.

IT Enterprise Processes

Large organizations need ways to manage huge numbers of software projects, opera-
tional systems, and expanding infrastructures. Over time, IT professionals have devel-
oped good practices for managing information technology systems at an enterprise level.
As an architect, you should be aware of these kinds of processes because they can inform
architecture choices and impose requirements on the systems you design. One of the most
comprehensive sets of I'T enterprise practices is known as ITIL.

ITIL, which initially stood for Information Technology Infrastructure Library, is a set of
service management practices. These practices help with planning and executing IT opera-
tions in a coordinated way across a large organization. ISO/IEC 20000 is an international
standard for IT service management that is similar to ITIL. ITIL and ISO/IEC 20000 may
be helpful for large organizations, but small organizations may find that the overhead of the
recommended practices outweighs the benefits.

The ITIL model is organized around four dimensions.

Organizations and people: This dimension is about how people and groups contribute
to IT processes.

Information and technology products: This dimension relates to information technology
services within an organization.

Partners and suppliers: These are external organizations that provide information tech-
nology services.

Value streams and processes: These are the activities executed to realize the benefits of
information technologies.

ITIL also organizes management practices into three groups.

General management practices: These practices include strategy, portfolio, and
architecture management.

Service management practices: These practices include business analysis, service catalog
management, availability management, and service desk management.
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Technical management practices: These practices are related to deployment
management, infrastructure and platform management, and software development
management.

Architects working with large enterprises may need to work within the ITIL, ISO/IEC
20000, or similar enterprise I'T processes. The most important thing to know about these
practices is that they are used to manage and optimize a wide array of IT operations and
tasks. For architects accustomed to thinking about servers, load balancers, and access con-
trols, it is helpful to keep in mind the challenges of coordinating a large and diverse portfolio
of services and infrastructure.

”/ The current version of ITIL is ITIL 4, and the definitive documentation
dTE about it is available here:

www . tsoshop.co.uk/Business-and-Management/AXELOS-Global-
Best-Practice/ITIL-4

ISO/IEC 20000 is defined by the International Organization for Standardization.
The definitive ISO/IEC 20000 guide is available here:

www.iso.org/standard/51986.html

Business Continuity Planning and
Disaster Recovery

Another enterprise-scale process to which architects contribute is business continuity
planning. This is planning for keeping business operations functioning in the event of
a large-scale natural or human-made disaster. A part of business continuity planning is
planning for operations of information systems throughout, or despite the presence of,
disasters. This is called disaster recovery.

Business Continuity Planning

Business continuity planning is a broad challenge. It tries to answer the question, “How can
we keep the business operating in the event of large-scale disruption of services on which our
business depends?” Large-scale disruptions include extreme weather events, such as Category
5 hurricanes, or other disasters, such as 7.0 magnitude or greater earthquakes. These kinds
of events can cause major community-scale damage to power, water, transportation, and
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communication systems. To enable business operations to continue in spite of such events
requires considerable planning. This includes defining the following:

= Disaster plan

= Business impact analysis
=  Recovery plan

=  Recovery time objectives

A disaster plan documents a strategy for responding to a disaster. It includes information
such as where operations will be established, which services are the highest priority, what
personnel are considered vital to recovery operations, and plans for dealing with insurance
carriers and maintaining relationships with suppliers and customers.

A business impact analysis describes the possible outcomes of different levels of disaster.
Minor disruptions, such as localized flooding, may shut down offices in a small area. In that
case, employees who are available to work can be assigned to other offices, and their most
important data can be restored from cloud backups. A major disruption that includes loss of
power to a data center may require a more extreme response, such as deploying infrastruc-
ture to GCP and replicating all services in the cloud. Business impact analysis includes cost
estimates as well.

The recovery plan describes how services will be restored to normal operations. Once key
services, such as power and access to physical infrastructure, are restored, business can start
to move operations back to their usual location. This may be done incrementally to ensure
that physical infrastructure is functioning as expected.

The recovery plan will also include recovery time objectives (RTOs). These prioritize
which services should be restored first and the time expected to restore them.

Disaster Recovery

Disaster recovery (DR) is the subset of business continuity planning that focuses specifi-
cally on IT operations. DR starts with planning. Teams responsible for services should have
plans in place to be able to deploy their services in a production environment other than the
one they typically use. For example, if a service usually runs in an on-premises data center,
the team should have a plan for running that service in the cloud. The plan should include
scripts configured for the disaster recovery environment.

The DR plan should also include a description of roles for establishing services in the DR
environment. The process may require a DevOps engineer, a network engineer, and possibly
a database administrator, for example. DR plans should have procedures in place for rep-
licating access controls of the normal operating environment. Someone should not have a
different set of roles and permissions in the DR environment than they do in the normal pro-
duction environment.

DR plans should be tested by executing them as if there were a disaster. This can be time-
consuming, and some might argue that focusing on delivering features is a higher priority,
but DR planning must include testing. Depending on the type of business or organization,
there may be industry or government regulations that require specific DR planning and other
activities.
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A DR plan should have clear guidance on when to switch to a DR environment. For
example, if a critical service cannot be restored within a specified period of time, that ser-
vice is started in the DR environment. In the event that two or more critical services are not
functioning in the normal production environment, then all services may be switched to the
DR environment. The criteria for switching to a DR environment is a business decision. It
may be informed by the organization’s risk tolerance, existing service-level agreements with
customers, and expected costs for running a DR environment and then restoring to a normal
production environment.

For architects, business continuity planning sets the boundaries for establishing disaster
plans for IT services and infrastructure. Architects may be called on to contribute to disaster
planning. A common challenge is restoring a service in DR to a state as close as possible to
the last good state of the system in the production environment. This can require keeping
database replicas in a DR environment and copying committed code to a backup repository
each time the production version control system is updated.

Business continuity planning and DR should be considered when defining the architecture
of systems. DR planning is not something that can be added on after a system is designed, or
at least not optimally. Organizations may have to choose between comprehensive DR plans
that incur high costs and less comprehensive plans that cost less but result in degraded
service. Architects can help business decision-makers understand the costs and trade-offs of
various DR scenarios.

Summary

Cloud architects contribute to and participate in a wide range of technical and business
processes. Some are focused on individual developers and small teams. The software
development lifecycle is a series of phases developers go through to understand business
requirements, plan the architecture of a solution, design a detailed implementation, develop
the code, deploy for use, and maintain it.

Some software development projects can use highly automated CI/CD procedures. This
allows for rapid release of features and helps developers catch bugs or misunderstood
requirements faster than batch updates that were common in the past.

As systems become more complicated and fail in unanticipated ways, it is important to
learn from those failures. A post-mortem analysis provides the means to learn from minor
and major incidents in a blameless culture.

Large enterprises with expansive portfolios of software employ additional organization-
level processes in order to manage dynamic IT and business environments. ITIL is a well-
established set of enterprise practices for managing the general, service, and technical aspects
of an organization’s IT operations.

Business continuity planning is the process of preparing for major disruptions in an
organization’s ability to deliver services. Disaster planning is a subset of business continuity
planning and focuses on making IT services available in the event of a disaster.
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Exam Essentials

Understand that information systems are highly dynamic and individual developers, teams,
businesses, and other organizations use technical processes to manage the complexity

of these environments. Technical processes have been developed to help individual
developers and entire organizations function and operate in a coordinated fashion. SDLC
processes focus on creating, deploying, and maintaining code. Other processes include CI/
CD, post-mortem analysis, and business continuity planning.

Know that the first stage of the SDLC is analysis.  This involves identifying the scope of
the problem to address, evaluating options for solving the problem, and assessing the costs/
benefits of various options. Options should include examining building versus buying. Cost
considerations should include the opportunity costs of developers’ time and the competitive
value of the proposed software development effort.

Understand the difference between high-level and detailed design. High-level design
focuses on major subcomponents of a system and how they integrate. Architecture decisions,
such as when to use asynchronous messaging or synchronous interfaces, are made dur-

ing the high-level design. Detailed design describes how subcomponents will be structured
and operate. This includes decisions about algorithms and data structures. Decisions about
frameworks and libraries may be made during either high-level or detailed design.

Know the three kinds of documentation. Developer documentation is for other software
engineers to help them understand application code and how to modify it. Operations doc-
umentation is for DevOps engineers and site reliability engineers (SREs) so that they can
keep systems functioning. A runbook is documentation that describes steps to run an appli-
cation and correct operational problems. User documentation is for users of the system,
and it explains how to interact with the system to have it perform the functions required
by the user.

Understand the benefits of CI/CD. CI/CD is the process of incorporating code into a base-
line of software, testing it, and if the code passes tests, releasing it for use. A key benefit of
CI/CD is that new features can be rolled out for use by customers quickly. This may not
always be an option. For example, safety-critical software may require substantial testing
and validation before it can be changed.

Know what a post-mortem is and why it is used. Post-mortems are reviews of incidents or
projects with the goal of improving services or project practices. Incidents are disruptions to
services. Major incidents are often the result of two or more failures within a system. Post-
mortems help developers better understand application failure modes and learn ways to miti-
gate risks of similar incidents. Post-mortems are best conducted without assigning blame.

Understand that enterprises with large I'T operations need enterprise-scale management
practices. Large organizations need ways to manage large numbers of software projects,
operational systems, and expanding infrastructures. Over time, IT professionals have devel-
oped good practices for managing information technology systems at an enterprise level.
One of the most comprehensive sets of IT enterprise practices is ITIL.
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Know why enterprises use business continuity planning and disaster recovery

planning. These are ways of preparing for natural or human-made disasters that disrupt
an organization’s ability to deliver services. Disaster planning is a component of business
continuity planning. Disaster planning includes defining the criteria for declaring a disaster,
establishing and switching to a DR environment, and having a plan for restoring normal
operations. DR plans should be tested regularly.
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Review Questions

1. A team of early career software engineers has been paired with an architect to work on
a new software development project. The engineers are anxious to get started coding,
but the architect objects to that course of action because there has been insufficient work
prior to development. What steps should be completed before beginning development
according to SDLC?

A. Business continuity planning
B. Analysis and design
C. Analysis and testing
D. Analysis and documentation
2. In an analysis meeting, a business executive asks about research into COTS. What is this
executive asking about?
A. Research related to deciding to build versus buying a solution
B. Research about a Java object relational mapper
C. A disaster planning protocol
D. Research related to continuous operations through storms (COTS), a business continuity

practice

3. Business decision-makers have created a budget for software development over the next three
months. There are more projects proposed than can be funded. What measure might the
decision-makers use to choose projects to fund?

A. Mean time between failures (MTBF)
B. Recovery time objectives (RTO)
C. Return on investment (ROI)
D. Marginal cost displacement
4. A team of developers is working on a backend service to implement a new business process.

They are debating whether to use arrays, lists, or hash maps. In what stage of the SDLC are
these developers at present?

A. Analysis
B. High-level design
C. Detailed design
D. Maintenance
5. An engineer is on call for any service-related issues with a service. In the middle of the night,

the engineer receives a notification that a set of APIs is returning HTTP 500 error codes to
most requests. What kind of documentation would the engineer turn to first?

A. Design documentation

B. User documentation

C. Operations documentation
D

Developer documentation
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As a developer, you write code in your local environment, and after testing it, you commit it
or write it to a version control system. From there it is automatically incorporated with the
baseline version of code in the repository. What is the process called?

A. Software continuity planning

B. Continuous integration (CI)

C. Continuous development (CD)

D. Software development lifecycle (SDLC)

As a consulting architect, you have been asked to help improve the reliability of a distributed
system with a large number of custom microservices and dependencies on third-party APIs
running in a hybrid cloud architecture. You have decided that at this level of complexity, you
can learn more by experimenting with the system than by studying documents and code list-
ings. So, you start by randomly shutting down servers and simulating network partitions.
This is an example of what practice?

A. Irresponsible behavior
B. Integration testing
C. Load testing

D. Chaos engineering

There has been a security breach at your company. A malicious actor outside of your
company has gained access to one of your services and was able to capture data that was
passed into the service from clients. Analysis of the incident finds that a developer included

a private key in a configuration file that was uploaded to a version control repository. The
repository is protected by several defensive measures, including role-based access controls
and network-level controls that require VPN access to reach the repository. As part of backup
procedures, the repository is backed up to a cloud storage service. The folder that stores the
backup was mistakenly granted public access privileges for up to three weeks before the error
was detected and corrected. During the post-mortem analysis of this incident, one of the
objectives should be to

A. Identify the developer who uploaded the private key to a version control repository.
They are responsible for this incident.

B. Identify the system administrator who backed up the repository to an unsecured storage
service. They are responsible for this incident.

C. Identify the system administrator who misconfigured the storage system. They are
responsible for this incident.

D. Identify ways to better scan code checked into the repository for sensitive information
and perform checks on cloud storage systems to identify weak access controls.

You have just been hired as a cloud architect for a large financial institution with global
reach. The company is highly regulated, but it has a reputation for being able to manage IT
projects well. What practices would you expect to find in use at the enterprise level that you
might not find at a startup?

A. Agile methodologies
B. SDLC
C. ITIL
D

Business continuity planning
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10.

1.

12.

13.

14.
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A software engineer asks for an explanation of the difference between business continuity
planning and DR planning. What would you say is the difference?

A. There is no difference; the terms are synonymous.
B. They are two unrelated practices.

C. DR is a part of business continuity planning, which includes other practices for
continuing business operations in the event of an enterprise-level disruption of services.

D. Business continuity planning is a subset of disaster recovery.

In addition to ITIL, there are other enterprise I'T process management frameworks. Which
other standard might you reference when working on enterprise IT management issues?
A. ISO/IEC 20000

B. Java Coding Standards

C. PEP-8

D. ISO/IEC 27002

A minor problem repeatedly occurs with several instances of an application that causes a
slight increase in the rate of errors returned. Users who retry the operation usually succeed
on the second or third attempt. By your company’s standards, this is considered a minor inci-
dent. Should you investigate this problem?

A. No. The problem is usually resolved when users retry.

B. No. New feature requests are more important.

C. Yes. But only investigate if the engineering manager insists.

D. Yes. Since it is a recurring problem, there may be an underlying bug in code or weakness

in the design that should be corrected.

A CTO of a midsize company hires you to consult on the company’s IT practices. During pre-
liminary interviews, you realize that the company does not have a business continuity plan.
What would you recommend they develop first with regard to business continuity?

A. Recovery time objectives (RTO)

B. An insurance plan

C. A disaster plan

D. A service management plan

A developer codes a new algorithm and tests it locally. They then check the code into the
team’s version control repository. This triggers an automatic set of unit and integration
tests. The code passes, and it is integrated into the baseline code and included in the next
build. The build is released and runs as expected for 30 minutes. A sudden spike in traffic

causes the new code to generate a large number of errors. What might the team decide to do
after the post-mortem analysis of this incident?

A. Fire the developer who wrote the algorithm.

B. Have at least two engineers review all of the code before it is released.

C. Perform stress tests on changes to code that may be sensitive to changes in load.
D

Ask the engineering manager to provide additional training to the engineer who revised
the algorithm.
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15. Your company’s services are experiencing a high level of errors. Data ingest rates are drop-
ping rapidly. Your data center is located in an area prone to hurricanes, and these events are
occurring during peak hurricane season. What criteria do you use to decide to invoke your
disaster recovery plan?

A.

B.
C.
D

When your engineering manager says to invoke the disaster recovery plan
When the business owner of the service says to invoke the disaster recovery plan
When the disaster plan criteria for invoking the disaster recovery plan are met

When the engineer on call says to invoke the disaster recovery plan
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Architects perform a variety of roles, many of which tap into
their technical skills and experience. Others require an under-

R ' standing of business processes, especially regarding working
with and influencing business decision-makers. The Google Cloud Professional Architect
exam may include questions that require you to apply reason to business aspects, like
stakeholder influence and portfolio management. This chapter outlines several key business
processes, including the following;:

= Stakeholder management
= Change management
= Team assessment/skill readiness
»  Decision-making processes
=  Customer success management
= Cost optimization/resource optimization (capex/opex)
Architects are valued both for their breadth and depth of knowledge. That knowledge

base should include an understanding of how managers and business executives function
and how to work with them.

Stakeholder Management

A stakeholder is someone or some group with an interest in a business initiative. There are
many kinds of stakeholders involved with IT projects, including employees, contractors, con-
sultants, project managers, program managers, business process owners, compliance officers,
external partners, and vendors. Stakeholder management begins with understanding the rela-
tionship between interest and influence, the scope of stakeholder interests, and processes for
managing stakeholders.

Interests and Influence

A stakeholder has an interest when the outcome of an initiative, like a software development
project, may affect the stakeholder. When a stakeholder has influence, that stakeholder can
help direct the outcomes of an initiative.
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Stakeholders have varying degrees of interest. For example, a business process owner who
is funding a project has financial interests around costs as well as technical interests around
functionality and reliability. A compliance officer, however, has more narrow interests
around ensuring that the project meets regulation requirements around privacy and security.
Interests come in several forms, such as the following:

=  Financial interests around costs and benefits of an initiative

»  Organizational interests, such as the priority in which projects will be funded
and completed

= Personnel interests that include assignment of engineers to a project and opportunities
for career advancement

»  Functional interests, such as another team of engineers who want the new service to
include some specific API functions

Interests describe what a stakeholder wants. Influence describes the stakeholder’s ability
to get it.

Stakeholders also have varying degrees of influence. The people responsible for funding
a project and the managers of the software developers on the team can exercise significant
influence throughout the course of a project over a broad range of topics. Others have
significant influence over a narrow range. An information security engineer, for example,
may have the authority to block the release of code if it contains security vulnerabilities,
but not if the release breaks a non-security-related feature. In other cases, stakeholders have
marginal interests and marginal influence. A team of developers for a related product that
will use a new service under development but who do not pay for that service may be of
limited influence. They may, for example, have an opportunity to offer suggestions about the
design of the new services API but cannot dictate final design decisions.

It should be noted that some people may have significant influence, even though they
have no formal authority. This can arise through a variety of formal business channels and
informal personal channels.

Interest and influence should be understood relative to a particular initiative, which can
range from project to portfolio levels of an organization.

Projects, Programs, and Portfolios

Businesses and organizations have strategies that define their purpose or goals. Those strat-
egies are implemented by executing a variety of initiatives. There is no fixed hierarchy of ini-
tiatives, but a common organizational structure uses three levels.

= Projects
=  Programs
= Portfolios

A project is an initiative focused on completing some organizational task. Projects have
budgets specifying the funding available for the project. They also have schedules that
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describe the expected time frame for completing the project. Projects also have resources,
which include employees, contractors, and consultants assigned to the project. Resources
may also include infrastructure, such as access to computing and storage services that are
paid for by another entity in the organization.

Projects can be part of programs. Programs are initiatives designed to achieve some
business goal. For example, a financial institution may have a program to increase the
number of home equity loans held by the company. To achieve this goal, the business owners
will need to work across a variety of departments, including marketing, compliance, and
software development. There may be multiple projects required to meet the goal. In the
home equity loan example, there may be a project within the marketing department to deter-
mine an advertising plan, while software developers will be charged with updating existing
loan origination software to improve ease of use.

Portfolios are groups of projects and programs that collectively implement a business or
organization’s strategy.

Stakeholders can have interest and influence at any level. A project manager has
significant influence over a project and moderate influence over a program, but little or no
influence over a portfolio. A senior vice president responsible for a portfolio is responsible
for all projects and programs in that portfolio. That person has both interests and influence
over the entire portfolio, but much of the influence that person can exercise is often dele-
gated to program and project managers.

Stages of Stakeholder Management

Architects often have influence over projects and portfolios because of their knowledge.
Their interests should be centered around achieving the business goal while building quality,
reliable, functional software systems. As a stakeholder, architects often work with and
influence other stakeholders.

When starting a new project or program, you should consider how you will manage
stakeholders with respect to your role on the projects. The four basic stages of stakeholder
management are as follows:

»  Identifying stakeholders

= Determining their roles and scope of interests

»  Developing a communications plan

»  Communicating with and influencing stakeholders

Some stakeholders are obvious, such as the business owner of a project or the information
security team that reviews all project plans from a compliance perspective. Others may be
less obvious, such as other engineering teams with an interest in the functionality that new
software may deliver.

Architects can learn about roles and scope of interests from formal project documenta-
tion, but that is usually limited to obvious stakeholders. You should work with program and
project managers to understand who else may have an interest in an initiative and determine
their scope of interests. If someone has an interest in your project, they will likely make their
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interests known at some point, so it is best to identify them as early as possible so that you
can maintain communications with them.

A communications plan is an important element of stakeholder management. The plan
may include publishing updates to a project site or holding regular status update meetings.
The way that information is communicated will vary across projects, but it is important to
have a communication mechanism in place so that stakeholders can stay informed.

The communication mechanisms are also a means of influencing stakeholders. For
example, as an architect you may post a white paper advocating for a particular architectural
approach and follow up with meetings to solicit feedback. The purpose is to make business
owners aware of a key technical decision that needs to be made while demonstrating to engi-
neers that the proposed approach is the best option for the project.

)/ = Itis important to note that architects often have to influence many differ-
,@TE ent stakeholders, not just the stakeholders above them in an organiza-
tional hierarchy.
= For more on stakeholder management, see the Association for Project
Management body of knowledge documentation, especially “Stakeholder
Management,” here:

www.apm.org.uk/body-of-knowledge/delivery/integrative-
management/stakeholder—-management

Change Management

Organizations, teams, and individuals frequently experience change. Businesses change strat-
egies in response to new opportunities. Teams respond to changes in project plans. Individ-
uals change teams and departments. Change is so common and has such a pervasive effect
on organizations that people have developed methods for managing change. As an architect,
you will likely be exposed to various levels of change, from those changes that affect individ-
uals all the way up to enterprise-scale changes.

Reasons for Change

There are many reasons for change, and those reasons differ for individuals, teams and
groups, and enterprises.

Individuals can experience change for reasons that they bring upon themselves or because
of external changes. Choosing to switch teams, take a new job, or change career paths are
examples of self-directed changes. If a company reorganizes, a colleague leaves a team,
or collaborators are moved to a new office, then those are examples of externally moti-
vated changes.


https://www.apm.org.uk/body-of-knowledge/delivery/integrative-management/stakeholder-management/
https://www.apm.org.uk/body-of-knowledge/delivery/integrative-management/stakeholder-management/
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Similarly, teams or departments can change. Team members leave, and others join.
Management reassigns responsibilities based on changing business needs. Competition
can prompt changes in organizational strategy that in turn lead to changes in programs
and projects.

Enterprises can experience change, too. Automakers are dealing with the advent of auton-
omous vehicle technologies. Traditional media companies have had to adapt to new forms
of competition from social media. Manufacturers are using new kinds of technologies that
require new sets of skills from workers. These are examples of technology-driven changes.

Change may be prompted by new regulatory conditions, such as the introduction of
HIPAA to the United States healthcare market or the GDPR to the European Union.
Economic factors, such as the Great Recession from December 2007 to June 2009, disrupt a
wide range of businesses.

Change can come from factors outside of business and economics. The COVID-19 pan-
demic, which began in late 2019, radically changed how some businesses operate, such as
those that adopted remote and hybrid work environments. The increase in extreme weather
events is going to require new ways to adapt to this emerging phenomenon.

For architects, understanding the reason for changes can help you understand stake-
holders’ interests and inform a longer-term view than you might have had if you considered
only project implementation details.

Digital Transformation

Digital transformation is a term used to describe the widespread adoption of digital tech-
nology to transform the way that companies create products and deliver value to cus-
tomers. Digital transformation initiatives often adopt the use of web technologies, cloud
computing, mobile devices, big data technologies, loT, and artificial intelligence (Al).
According to a survey by the McKinsey & Company consulting firm, digital transformations
are more difficult to manage and less likely to succeed than other kinds of changes. McKin-
sey & Company also found that common traits of successful digital transformation efforts
included knowledgeable leaders, ability to build workforce capabilities, enabling new ways
of working, and good communications.

Source: www.mckinsey.com/business-functions/organization/our-insights/
unlocking-success-in-digital-transformations

Change Management Methodologies

Business consultants and academic researchers have developed a number of change
management methodologies, but for the purposes of the Google Cloud Professional Architect
exam, we will discuss just one. The goal here is to understand what change management is
and how an architect might go about managing change.


https://www.mckinsey.com/business-functions/organization/our-insights/unlocking-success-in-digital-transformations
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The Plan-Do-Study-Act methodology of change management was developed by Walter
Shewhart, an engineer and statistician, and later popularized by W. Edwards Deming, engi-
neer and management consultant. This methodology is a reframed version of the scientific
method for organizational management. It includes four stages.

»  Plan: When a change experiment is developed, predictions are made, and various possible
results are outlined

= Do: When the experiment is carried out, and the results are collected

= Study: When results are compared to predictions, and other learning opportunities are
identified

»  Act: When a decision is made about using the results of the experiment, for example, by
changing a workflow or implementing a new standard

This approach leaves much for the practitioner to decide. What should be measured when
conducting an experiment? If this is an experiment that affects individuals, how will the
impact on them be measured? What are the criteria for determining when to act and imple-
ment changes based on the experiment results?

Since the reasons for change are so varied, methodologies can only outline high-level
steps. As an architect, you will likely participate in organizational changes. Even if a formal
methodology is not used, it may help to understand that there are ways to manage change.

For more on change management, see The W. Edwards Deming Institute
P OTE Blog, especially the article “Change Management—Post Change Evalua-
tion and Action,” here:

blog.deming.org/2018/11/change-management-post-change-
evaluation-and-action

Team Skill Management

Architects are leaders and have a role in developing the skills of engineers, system adminis-
trators, engineering managers, and others involved in software development and operations.
Organizations often have formal management structures that include project managers,
engineering managers, and product managers. They are responsible for ensuring that work is
organized and executed. They also typically have some responsibility to help individuals and
teams develop their skills.

Architects typically have a wide range of experience and are knowledgeable about a
broad range of technical topics. They can contribute to team skill development by doing the
following:

»  Defining skills needed to execute programs and projects defined by organization strategy

» Identifying skill gaps on a team or in an organization


https://blog.deming.org/2018/11/change-management-post-change-evaluation-and-action/
https://blog.deming.org/2018/11/change-management-post-change-evaluation-and-action/
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»  Working with managers to develop plans to develop skills of individual contributors
»  Helping recruit and retain people with the skills needed by the team
= Mentoring engineers and other professionals

In addition to helping develop internal skill sets, architects may be called on to help
engage with customers.

Customer Success Management

Customer success management is another set of soft skills that helps architects succeed. The
goal of customer success management is to advance the goals of the business by helping cus-
tomers derive value from the products and services their company provides.

There are four basic stages of customer success management.

= Customer acquisition
»  Marketing and sales
»  Professional services
»  Training and support

Customer acquisition is the practice of engaging new customers. This starts with iden-
tifying potential customers. This can be done using broad sweep tactics, such as mining
social networks for individuals with certain roles in companies. It may be more targeted,
for example, by collecting contact information from people who download a white paper
from your company website. The fact that a person was interested enough in the topic is an
indicator that the person may be interested in related products.

Businesses dedicate significant resources to marketing and sales. These are efforts to com-
municate with customers and convince them to engage with the business. Architect may not
have direct involvement with customer acquisition or marketing and sales unless they are
in a small organization where they take on multiple roles or when they are part of a large
enterprise selling complex software. Architects, however, may be called on to support other
types of customer success management.

Professional services are basically consulting services. Customers may buy or license
software and service and want to integrate it with the existing set of applications. For
example, a retail company may buy a business intelligence suite of tools specifically designed
for their industry.

The company that sold that service may have a team of consultants who are experienced
with integrating the set of tools with commonly used retail systems. These consultants may
want to consult with architects on the best ways to integrate services, especially when the
integration will involve multiple systems and a complicated infrastructure.

Enterprise customers will expect training and support from their service vendors. Archi-
tects may assist with establishing training programs for customers and help set up support
teams, including tools to manage support calls and track customer questions and issues.
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For more on customer success management, see the recommended
Py OTE readings and other resources at The Customer Success Association web-
site here:

www . customersuccessassociation.com/library/the-definition-
of-customer-success

Cost Optimization/Resource
Optimization

Cost management is another business domain with which architects should be familiar. This
domain is more than accounting, and it begins with planning that is guided by business
strategies and established programs that implement those strategies. The main areas of cost
management are as follows:

»=  Resource planning
= Cost estimating

= Cost budgeting

= Cost control

Resource planning is the first step of cost control. It involves identifying projects and
programs that require funding and prioritizing their needs. You may also consider the time
required to complete projects and the relative benefit of the project when planning for
resources.

Once programs and projects have been prioritized, you can start to estimate the costs of
the top-priority initiatives. Cost estimating should consider several types of costs, including
the following;:

»  Human resources costs, including salary and benefits

» Infrastructure, such as cloud computing and storage costs
= Operational costs, such as supplies

=  Capital costs, such as investments in new equipment

Cost budgeting is the stage of cost management where decisions are made about how to
allocate funds. Stakeholders may exercise their influence during budget discussions to pro-
mote their projects and programs. Ideally, the budgeting process results in a spending plan
that maximizes the overall benefits to the organization.

The final stage of cost management is cost control, that is, when funds are expended.
Enterprises often have approval processes in place for projects to follow. When starting a new
project, project managers or other project leaders may need to work with accounting and
procurement teams to set up project budgets and get approval for purchases. Finance depart-
ments will often provide managers with reports detailing budget allocations and expenditures.


https://www.customersuccessassociation.com/library/the-definition-of-customer-success/
https://www.customersuccessassociation.com/library/the-definition-of-customer-success/
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For more on project management and cost controls, see the Project
Py 9TE Management Institute web page at www.pmi.org.

Summary

Architects are expected to work with colleagues across an organization, including technology
professionals as well as professionals from other areas of the business. Architects should
have knowledge of business processes that affect their work. This includes stakeholder
management, change management, team skill development, customer success management,
and cost management. These are examples of “soft skills,” which complement the technical
skills that architects are expected to have.

Successful organizations often operate within a rational strategy. The business strategy
maps to a portfolio of programs and projects that enable the business to execute the strategy.

Architects can help their business-oriented colleagues by understanding stakeholders and
their interests when working on a project. Architects also use their own influence to shape
architecture and make other technical decisions. They can also help organizations, teams,
and individuals manage change, especially complicated changes like digital transformations.
Architects should also understand other common management processes such as team skill
management, customer success management, and cost management.

Exam Essentials

Know that stakeholder management involves the interests and influence of individuals and
groups who are affected by a project or program. There are different kinds of stakeholders
with varying levels of influence. Know how to identify stakeholders, discover their interests,
and understand how to communicate with them.

Understand that change management is particularly challenging. ~Change can occur at
the individual, team, department, and enterprise levels. Change may be initiated internally
or prompted by external factors. One way to manage change is to treat it like a scientific
experiment and follow a methodology such as Plan-Do-Study-Act.

Know that team skills are a resource that can be managed. As an architect, you understand
the skills needed to execute projects in the corporate portfolio. You are also able to iden-

tify gaps between needed skills and the skills of employees. Use this knowledge to develop
training and to recruit additional team members.

Understand that customer success management is a key business process that may require
some architecture consultations.  Early stages of customer success management, such as
customer acquisition, marketing, and sales, are not likely to need architecture skills, but later
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stages, such as professional services engagement and technical support, may benefit from the
advice of an architect.

Know the various aspects of cost management. The main steps in cost management are
resource planning, cost estimating, cost budgeting, and cost control. Architects may be espe-
cially helpful with resource planning and cost estimating, since these require knowledge of
how projects serve business strategy and an understanding of the cost of developing services.

Architects can use their influence to shape cost budgeting decisions. Architects are not often
involved in cost control, but they may be able to use their technical knowledge to help man-
agers who are involved.
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Review Questions

1. You have been asked to help with a new project kickoff. The project manager has invited
engineers and managers from teams directly working on the project. They have also invited
members of teams that might use the service to be built by the project. What is the motiva-
tion of the project manager for inviting these various participants?

A. To communicate with stakeholders
B. To meet compliance requirements
C. To practice good cost control measures
D. To solicit advice on building team skills
2. A junior engineer asks you to explain some terms often used in meetings. In particular, the

engineer wants to know the difference between a project and a program. How would you
explain the difference?

A. There is no difference; the two terms are used interchangeably.

B. A project is part of a program, and programs span multiple departments; both exist to
execute organizational strategy.

C. A program is part of a project, and projects span multiple departments; both exist to
execute organizational strategy.

D. A project is used only to describe software development efforts, while a program can
refer to any company initiative.

3. An architect writes a post for an internal blog describing the pros and cons of two
approaches to improving the reliability of a widely used service. This is an example of what
stage of stakeholder management?

A. Identifying stakeholders
B. Determining their roles and scope of interests
C. Developing a communications plan
D. Communicating with and influencing stakeholders

4. Your company provides a SaaS product used by mobile app developers to capture and ana-
lyze log messages from mobile devices in real time. Another company begins to offer a similar
service but includes alerting based on metrics as well as log messages. This promp